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Abstract

This work provides an updated set of 12 dominant geopotential height fields over Aotearoa New Zealand defined using NCEP/NCAR reanalyses and provides an initial analysis of the same using a state-of-the-art dataset with increased temporal and spatial resolution; ERA5. These regimes were initially produced by Kidson (2000) and have provided the basis for many other subsequent studies. These maps provide a guide to the prevailing weather due to the strong relationships between circulation patterns and surface climate in New Zealand. The results presented here using the NCEP/NCAR reanalysis are broadly in agreement with previous work but with some important differences. The most notable of these differences is the need to average two regimes together to provide good agreement between this work and Kidson (2000). These differences are attributed to differences in software used, improvements to the underlying dataset itself and to the ‘mixing’ of statistically indistinguishable empirical orthogonal functions in different linear combinations. Using ERA5 data results in sets of weather types which are analogous in some ways to previous work but with some important differences, especially over mountainous regions. Use of ERA5 noticeably improves the ratio of intra- to inter-regime variance; a measure of the ‘quality’ of the cluster analyses. All data and code used in this work is publicly accessible and it is hoped that this will provide a catalyst for open discussions on this topic, particularly with relation to future perturbations to these regimes under climate change. The mathematical methods used in this study are widely used in the New Zealand weather and climate community and it is hoped that this work will prove useful as a resource for future studies.

1. Introduction

The world’s meteorology and climatology is extraordinarily complex in its spatio-temporal variability. Because of this, simplifications and methodologies for reducing and communicating this complexity are essential if we are to understand it better. Examples are many and various; e.g. the Beaufort scale in wind speed, rainfall probability in a weather forecast, cloud clustering in climate models (Williams and Webb 2009), classification of El Niño or La Niña (e.g. Trenberth 1997 for a review) and the ubiquitous quasi-static approximation.
Although these methodologies are of course hugely different in their scope, they all have one fundamental thing in common; that of the reduction in the complexity of a system such that it can be better understood by the relevant audience. This study is limited only to the region surrounding New Zealand and to one meteorological variable, the 1000hPa geopotential height, $z$. Initially we use the data at 0000 and 1200 UTC as in Kidson (2000) before moving on to using the ERA5 dataset’s results at 0000, 0600, 1200 and 1800 UTC.

The literature contains several examples of synoptic classification methods over New Zealand in addition to the most well known example: the 12 ‘Kidson types’, which form the basis of the first part of this study. For example, in Jiang et al. (2004) and Jiang (2011) the authors use obliquely rotated T-mode principal component analysis and convergent K-means clustering to find 10 and 12 dominant weather regimes respectively. These regimes are analogous to those found in Kidson (2000) - hereafter K2K - but, as the author states, are not ‘one to one’. Indeed, this foreshadows the work presented here by noting that ‘... the convergent K-means clustering (in Jiang et al. 2004) did not change the (K2K) cluster centroid locations significantly, but redistributed the memberships of daily maps to form compact clusters.’

Other authors have used self-organising maps - SOMs - for example as in Jiang et al. (2013) and Gibson et al. (2016). It is beyond the scope of this work to give a detailed explanation of the SOM generation procedure, but in brief it is a machine learning technique which produces two-dimensional representations - i.e. maps - from a higher dimensional input dataset. The aim is to preserve the essential structure of the input data whilst allowing it to be more easily interpreted. In this qualitative respect it is therefore analogous to the ‘PCA + K-means’ clustering approach of K2K. However, a key difference in the approaches is that SOMs add a means of topology conservation whereby the cluster means dynamically adjust - i.e. ‘self organise’ - throughout the process (Sheridan and Lee 2011).

There are two main motivations for this work; firstly to provide a pedagogical primer for how the widely used ‘PCA + K-means’ method is implemented in practice, and secondly to apply the method to the ERA5 dataset (Hersbach et al., 2020). ERA5 has 10 times the grid resolution of NCEP/NCAR (0.25° versus 2.5°) in addition to increased temporal resolution and is thus capable of a far more detailed analysis. It is, however, advantageous to use the same methodology as K2K here since it provides traceability with many previous studies and is implemented in not more than a few 10s of lines of Python code using modern software packages. We note however that methods such as SOMs and other machine learning approaches - for example Saavedra-Moreno et al. (2015) - are more rigorous in their derivations and better able to represent extremes. It is important to state at this point however that is it not the intention of this work to recommend a particular methodology for regime classification.

We have deliberately chosen to use the same variable - 1000hPa geopotential height - and domain of interest for the ERA5 analysis to maintain commonality with K2K. Other authors use clustering metrics at 850hPa (Sheridan et al., 2008), 700hPa (Michelangeli et al., 1995) and 500hPa (Moore and Dixon 2015) in their analyses. The use of variables further away from the surface has the advantage that the synoptic-scale circulation is less impacted by surface features. This is just one example of a potential extension to this work which we hope to motivate. We are not advocating that this method is superior to other methods such as SOMs, however it does have the advantage of being widely known, particularly in the New Zealand community.

The dataset used in the first part of this work is identical to that used in K2K, which uses 28,852 fields of $z$ between...
January 1958 and June 1997 to define 12 dominant synoptic weather types. These are frequently referred to as ‘Kidson types’ in their wide use in modern- (Parsons et al. 2014) and paleo-climate (Ackerley et al. 2011) studies. Similar methods have also been used to study weather regimes in other parts of the world such as South America (Solman and Menéndez 2003).

The synoptic weather types found in K2K grouped the tens of thousands of input data points into 12 types. These are further split into 3 regimes; ‘trough’, ‘zonal’ and ‘blocking’. Together, these regimes express the dominant weather types over New Zealand. This is because of New Zealand’s topography and exposure to strong wind streams, resulting in strong statistical relationships between synoptic-scale flows and surface climate.

It should be noted that the second level classification of the clusters into the three larger ‘trough’, ‘zonal’ and ‘blocking’ types is, by its nature, subjective and in our analysis of the NCEP/NCAR dataset here, we use the same overarching terms purely to promote ease of comparison. When we move on to the calculation of new clusters for the ERA5 data, we choose to dispense with these terms altogether and simply order them by their areal mean height. This is found by calculating an area-weighted mean of the final height clusters.

This study gives a more detailed account of the derivation of these synoptic types than given previously and provides an update to the types’ occurrences compared to K2K, which itself builds on many other previous studies (Kidson 1999, Kidson 1997, Kidson 1994a, Kidson 1994b, Kidson and Watterson 1995 and Ward 1963). The new results presented are broadly in agreement with those from K2K, however there are some notable differences.

The K2K methodology is widely cited, however the available details on the types’ calculation are somewhat opaque, particularly to those readers less familiar with statistical analysis and clustering techniques. To aid future work, the code used is freely available and a step by step guide is given below for:

- How the weather types themselves are calculated from a reference dataset, in this case the NCEP/NCAR reanalysis.

- How to assign a particular synoptic type to a new observation or model output of $z$.

- How to interpret the meaning and derivation of the types from mathematical and geometrical arguments.

Figure 1: Fraction of variance explained by the first 5 EOFs in the time series of $z$. Although the first 10 EOFs are shown, only 5 are used in this analysis (shown by the shaded region).
2. Methodology

The most widely referenced work in the literature on this subject is K2K. This builds on earlier work (e.g. Kidson 1997 and Kidson 1994a) to construct 12 dominant synoptic weather regimes. This section gives a step-by-step guide to reproducing these weather types, i.e. Figure 2 in Kidson 2000 (and Figure 1 in Ackerley et al. 2011).

2.1 Data and software

We use the same input data as used in K2K, that is 1000hPa geopotential height data \(z\) from the NCEP/NCAR reanalysis (Kalnay et al. 1996) for January 1958 to June 1997 inclusive at 0000 and 1200 UTC.

We use the Python programming language exclusively for this work and make use of the open source eofs package (Dawson and Wales 2019, Dawson 2016) to calculate the principal components (PCs) and empirical orthogonal functions (EOFs). K-means clustering analysis is then carried out on the PCs to obtain the dominant weather regimes using the scikit-learn package (Pedregosa et al. 2011), which relies on NumPy (Harris et al. 2020) and SciPy (Virtanen et al. 2020) for its underlying operation and includes many more functions other than K-means clustering. A more detailed explanation of the mathematical basis of these packages and methods is beyond the scope of this paper.

2.2 Mathematical basis

Firstly, height anomalies are calculated by removing the time mean of the heights \(\overline{z}\):

\[
\tilde{z}_s = z - \overline{z}.
\]

Now the EOFs are calculated and the first 5 are retained. The fractions of variance explained by the first 5 EOFs are given in Figure 1 and together they account for 93.2% of the observed variability. The first 5 EOFs are shown in Figure 2. The cutoff of five EOFs was used for consistency with K2K.

![Figure 2: The first 5 EOFs, \(\epsilon\), of \(z\). The contour lines are smoothed via linear interpolation between gridpoint values and the gridscale of the data used is shown in the subfigure for EOF 1. The background of the figures shows the local relief. The contour interval is 0.04 in all cases and varies from -0.16, to 0.16. The values are dimensionless. Positive contours are solid, negative contours are dashed and the zero line is thickened.](image-url)
Next the PCs, $P_n$, are calculated, representing the amplitude of each EOF in a given height field. The fundamental operation here involves projecting the height field onto the EOFs and this is discussed further in the context of assigning regimes to arbitrary datasets in Appendix A. For the cluster analysis, the PCs are normalised to give:

$$P_n = \frac{P_n - \bar{P}_n}{\sigma_{P_n}},$$  \hspace{1cm} (2)$$

where $\sigma_{P_n}$ is the standard deviation of $P$ across time and $1 \leq n \leq 5$.

Now, the K-means clustering assigns each $z_s$ field to one of 12 clusters. The K-means approach assigns the fields to an ever-reducing number of clusters, from an arbitrary starting point, to a final step of one cluster holding all observations. Our analysis has chosen to stop the clustering at 12 clusters, for consistency with K2K. This
order of these clusters is arbitrary and is chosen purely to match Kidson's original work. Once each $z$ field has been assigned a value between 1 and 12, the final cluster means, $C_i$, are the time mean of the $z$ fields assigned to each cluster, that is,

$$C_{z,i} = \bar{z}_i,$$

where $1 \leq i \leq 12$.

The first 10 of these final clusters are shown in Figure 3, along with their equivalents from Kidson (2000). The associated winds from the same reanalysis product at the same twice daily sampling frequency are shown in Figure 4.

Although the agreement between the 2 analyses is generally good for the 10 clusters shown in Figure 3, the 2 remaining ones are not shown due to their pronounced differences with the HW and R blocking types from K2K. These differences are discussed in the next section.

Figure 4: Wind streamlines and speeds ($\text{m} \cdot \text{s}^{-1}$) for the synoptic regimes shown in Figure 3. The colours show the windspeed at the gridscale. The thickness of the lines is proportional to the local speed and is consistent across subfigures.
3. How do the new synoptic types differ from Kidson’s and why?

It is clear from Figure 3 that 10 of the synoptic types obtained here are generally in good agreement with those of K2K. That being said, the HNW regime is considerably more zonal in the new case, especially at southernmost latitudes. The SW regime from K2K is displaced north of the equivalent one from this analysis by approximately 100km and the opposite for W. This likely accounts for the factor of approximately 0.5 and 2 difference in occurrence frequency in the new case with respect to K2K.

There are however notable structural differences between the remaining two clusters obtained in this work and the HW and R blocking clusters in K2K. So much so in fact, that it is dubious to assign the same synoptic weather type in these cases. Figure 5 shows the HW and R blocking regimes from K2K along with the two remaining clusters from this work. The averages of the two remaining regimes are also shown.

The two new types shown in Figure 5 (a) and (b) are quite different to the HW and R regimes in K2K (Figure 5 (d) and (e)) yet their mean is strikingly similar, as is their combined fractional occurrence of 10.6% versus 10.1%.

As to why the new weather types found here are somewhat different to those of K2K, we have performed sensitivity analysis of the parameters used in the K-means clustering and have found the fractional occurrence of the regimes obtained here to be robust. For example, by default the K-means solver is run 10 times using different initial estimates and each of these estimates is iterated up to

![Figure 5](image-url)
300 times to ensure convergence. Figure 6 shows the relationship between the maximum number of iterations and the deviation of the final fractional occurrence of the regimes shown in Figures 3 and 5.

Figure 6 shows that the largest change in any of the cluster occurrences as the number of iterations is increased is approximately 2%. This therefore cannot account for the larger differences in the SW and W regimes found here compared to K2K (Figure 3 (b) and (g)). It is also possible that the dataset used in K2K was affected by the assimilation of incorrect pseudo-observations - or PAOBs - in early versions of the reanalysis (e.g. Kidson 1999).

It should also be acknowledged that no calculation is perfect and that different implementations of common algorithms will inevitably lead to some element of disagreement. This is noted in the documentation for the K-means software used here (Pedregosa et al., 2011): "Given enough time, K-means will always converge, however this may be to a local minimum". For this reason - and also since the EOF/PCA methods are highly robust - we attribute the differences in the clusters obtained here predominantly to the K-means clustering method used. That said, the precise convergence criteria in K2K are not known (i.e. exacting details of the mathematical formalism or its application). Further discussion of cluster convergence is described in Michelangeli et al. (1995), using their concept of 'classifiability' indices.

The result shown in Figure 5 is reminiscent of the 'mixing' of EOFs or principal components subject to high sampling variability (e.g. Cheng et al., 1995). When the eigenvalues of consecutive EOFs are not statistically separate, different linear combinations of those EOFs can appear, as sample size changes. In this case, a similar thing seems to have occurred within the clustering algorithm and the definition of the cluster means.

At this stage, it is natural to ask if the new regimes obtained using ostensibly the same method are somehow more robust than those obtained in K2K. One way of doing this in a statistical fashion by comparing the ratio of intra- to inter-cluster variance in each of the analyses.
The intra-cluster variance for each cluster is calculated by calculating the variance through time at each gridpoint and then summing them. The inter-cluster variance is found in the same manner except that the dimension that the variance is calculated over is in ‘cluster space’ - i.e. over the 12 clusters - rather than in the time dimension. We then add the 12 intra-cluster variances together and divide by the inter-cluster variance to give one number for each analysis. By this method, the lower the ratio the better since decreased intra-cluster variance and increased inter-cluster variance indicate more ‘distinct’ clusters. Using this method, we find that the ratio in the new analysis is marginally ‘better’ than K2K but only by \( \approx 0.4\% \); 8.74 for this analysis and 8.77 for K2K. Dividing by 12 to give these ratios on a ‘per cluster’ basis gives 0.728 and 0.731 respectively.

Although 10 of the 12 regimes found here are in close agreement with those from K2K - at least spatially - this is no guarantee that the two analyses put the same observations into the same category.

To investigate this further, it is instructive to construct a contingency table showing how the regimes assigned in K2K compare to those from this analysis. Figure 7 shows this table which compares the types assigned to every individual 12-hourly observation in the NCEP/NCAR dataset to the same classifications from this work.

Along with Figure 3 we can immediately see that simply because - for example - regime T occurs 12.3% of the time in both analyses, this is not because they both assign the same observations to the same cluster. In fact in this example we see that there are significant contributions to the T regime in this work from observations assigned to TSW, TNW and SW regimes in K2K.

![Figure 7: A contingency table showing the fraction of each regime in K2K which remains in the same regime in the new analysis, calculated on a point-by-point basis. The black arrows show - for example - that only 47% of the points in K2K which are assigned the HNW type, remain in this type in the new analysis. The hatching in the regions representing the HW and R regimes is to show the ambiguity in their assignment in this work; see Figure 5. Every row sums to 100% although this is not necessarily reflected in the integer values shown here due to rounding ambiguities.](image-url)
4. New regimes using the ERA5 reanalysis

We now use the same method as described above but using the ERA5 reanalysis (Hersbach et al. 2020). The data is available hourly but in order to make the algorithms used here amenable to calculation on 1 processor in a time frame of ≈ 30 minutes, we have used 6-hourly data. At the time of writing, the ERA5 data is available from January 1979 and we use this data up until the end of 2014. The horizontal resolution is 0.25° compared to the 2.5° of the NCEP/NCAR data. Along with the doubling of time resolution used, this means that the overall number of points upon which to base this new analysis is 200 times greater than K2K.

Figure 8 shows the first five EOFs for the ERA5 dataset and is directly comparable with Figure 2 for NCEP/NCAR. There are some aspects to note immediately. Firstly, the broad structure of EOFs 1-3 on synoptic lengthscales is very similar to that given in Figure 2 for NCEP/NCAR. This is to be expected since the underlying physical state is the same, albeit represented by a different reanalysis scheme for different - but overlapping - time periods.

Secondly, compared to Figure 2, the ‘order’ of EOFs 4 and 5 has been reversed; broadly speaking EOF 4 for NCEP/NCAR has the same structure as EOF 5 for ERA5, and vice versa. This result illustrates the lack of statistical separation between EOFs 4 and 5.

Thirdly, the effect of the land is much more apparent, causing large local gradients and distortions in height contours. This is seen in all panels in Figure 8 but is particularly apparent for EOFs 3 and 4 as the zero contour crosses the Southern Alps and North Island Central Plateau respectively.

Figure 9 shows the 12 types obtained for the ERA5 dataset, ordered by their areal average mean geopotential height. There are some notable differences and similarities between the regimes in Figures 3, 5 and 9. For example Figure 3(j) and Figure 9(j) both show the same shape distinctive of the NE K2K-type, albeit with significant influence from the land in the latter - which is true for all of the new clusters. In addition the high pressure HSE type is seen in both analyses - Figures 3(h) and 9(l).
In contrast, some of the new ERA5 regimes do not have such a close analogue in K2K. For example, although Figure 9(g) is qualitatively similar to the R type in K2K, it has substantial local modifications.

Finally, revisiting the question of the ratio of intra- to inter-cluster variance for this new analysis, we find that using the 4-times-daily ERA5 data and 12 clusters gives an improvement in this ratio of ≈7% compared to the new NCEP/NCAR analysis. The individual values are 8.74 cf. 8.15 or - on a ‘per cluster’ basis - 0.728 cf. 0.679. This clearly illustrates the utility of using this improved dataset given the fact that the ratios for the two analyses of the NCEP/NCAR data were within ≈ 0.4% of one another and that we have only used 4 of the 24 available daily observations in ERA5.

It would be instructive in future work to construct a contingency table analogous to Figure 7 for the two reanalysis datasets used here and to examine our ERA5 results in the context of the recent study of Pohl et al., (2021).

**Figure 9:** The 12 geopotential height clusters obtained for the ERA5 dataset. They are ordered from top left to bottom right by their areal mean geopotential height value. The frequency of occurrence for each regime is also given.
5. Conclusions

In this work we have sought to provide not only a reassessment of dominant synoptic weather types over Aotearoa New Zealand from Kidson (2000), but also to provide an initial cluster analysis using the same methodology for a more recent dataset, ERA5. This product has significantly increased spatial and temporal resolution compared to NCEP/NCAR and indeed gives a substantially improved intra- to inter-regime variance ratio when 12 clusters are obtained. Widely-used peer-reviewed software packages in the Python programming language were used to calculate the EOFs and K-means clusters. Our results are broadly in line with K2K but with some notable differences. The key findings of this part of the work are:

- Although 10 of the 12 clusters identified in K2K are well reproduced in ‘shape’ in this work, 2 of the blocking regimes from K2K (HW and R) do not have recognisable analogues in the clusters found in this work. See Figure 3.

- Two of the regimes from K2K differ by factors of approximately 0.5 and 2 respectively with their spatially similar regimes from this work. This is accompanied by meridional shifts in the cluster mean height contours of about 100km in both cases, although in opposite directions.

- The average of the HW and R clusters from K2K is in striking agreement with the equivalent average of clusters 11 and 12 from this work, see Figure 5. This is attributed to different levels of EOF mixing in this work and in K2K and to subtle differences in the K-means clustering algorithms used in each case.

- Use of a contingency table for partitioning the results of this study and comparing them to those from Kidson 2000 shows that although some clusters are produced with very similar frequencies, this is not purely because the same observations are assigned the same type in the two analyses. Indeed for the T regime, even though both analyses show that this regime occurs 12.3% of the time, only 60% of the observations in this type in K2K are also assigned to this group in this work.

Our initial analysis of the clusters obtained from the ERA5 dataset show some interesting similarities and differences to previous work. Some of the dominant weather types identified in Kidson (2000) are very similar to those obtained in this new work, reflecting the overall synoptic dominance of some particular weather types, such as high pressure centred over Aotearoa New Zealand. There are however some types in the 12 cluster analysis which have some substantial local differences to those in K2K.

Future work will apply this methodology to differences in synoptic weather regimes over Aotearoa New Zealand in the UK Earth System Model (UKESM, e.g. Sellar et al. 2020) and in the NZESM (e.g. Behrens et al. 2020). This will be especially pertinent with regard to climate change and its effect on the dominant weather types that can be expected to occur in the future. It would also be of interest to examine the spatial and temporal occurrence of clusters from a selection of the CMIP6 models (see e.g. Eyring et al. 2016). This type of analysis over New Zealand has previously been reported for CMIP3 data (Parsons et al. 2014). Construction of a contingency table (Figure 7) comparing the clusters obtained from the two different reanalysis datasets used here would also be of interest.

6. Code and data availability

The analysis and plotting code used here is publicly available as a Jupyter notebook via GitHub (Williams 2021), the NCEP/NCAR reanalysis data is available at https://psl.noaa.gov/data/gridded/data.ncep.reanalysis.pressure.html and the ERA5 data is at https://cds.climate.copernicus.eu/cdsapp#!/dataset/reanalysis-era5-pressure-levels?tab=overview.
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Appendix A: Manually assigning new data to a cluster set

In this appendix we use the term ‘observation’ to encompass any new dataset to which clusters are assigned.

There have been many studies based on the Kidson types and several of these involve fitting new datasets to the Kidson types (e.g. Ackerley et al. 2011, Parsons et al. 2014). In this section the mathematical basis for this assignment is given.

The first step is to calculate the ‘projection’ of the $z_s$ onto the individual EOFs. The dimensions of the EOFs are $5 \times 13 \times 11$, that is, 5 EOFs over a region with 13 latitude values and 11 longitude values. The $z_s$ values have dimensions of $N_t \times 13 \times 11$, where $N_t$ is the number of timesteps considered. The projection, $P$, is defined as,

$$ P = \sum_{jk} z_{s,jk} E_{jk} , \quad (A.1) $$

and therefore, the dimensions of $P$ are $N_t \times 5$.

For each observation, we now have a 5 element array ($P$) and a $12 \times 5$ element array representing the time mean of the PCs ($P_i$) for each index calculated by the K-means clustering algorithm,

$$ C_{P_i} = P_i , \quad (A.2) $$

where $1 \leq i \leq 12$. The $C_{P_i}$ are often referred to in the literature as 'cluster means'.

To find out which of the 12 clusters the projection should be assigned to for each observation, the Euclidean distance, $d$, between the projection and each of the 12 height clusters is calculated. The projection and PC cluster arrays are normalised and are given by $\tilde{P}$ and $\tilde{C}_{P_i}$ respectively. The minimum of these 12 numbers (i.e. the Euclidean distance in principal component space) gives the index and therefore the weather regime of each observation and its fractional occurrence. This can then be directly compared with the values obtained in Figure 3.

The Euclidean distances for each cluster, $d_i$, are given by,

$$ d_i = \sqrt{\sum_{n=1}^{N_t} [\tilde{P}_{n,i} - \tilde{C}_{n,i}]^2} , \quad (A.3) $$

where each of $\tilde{P}_{n,i}$ and $\tilde{C}_{n,i}$ are $1 \times 5$ arrays and $N_t$ is the number of EOFs; i.e. 5 in this work.
A geometrical illustration of what the ‘minimum Euclidean distance’ means is shown in Figure A.1 for an arbitrary observation of $z$ in the NCEP/NCAR reanalysis. It is clear that the figure showing the lowest $d$ value - highlighted lines in Figure A.1(g) - has lines of $\hat{P}$ and $\hat{C}$ which are closest to one another. The value of $d$ can therefore be interpreted as a measure of the ‘similarity’ of $\hat{P}$ and $\hat{C}$.

Figure A.1: Geometrical illustration of how an arbitrary observation of $z$ (here at 0000 UTC on the 6th of April 1997) can be fitted to pre-existing clusters. Each subfigure shows the same arbitrary observation of geopotential height in the blue contours and the black contours show the 12 separate clusters obtained from this analysis (Figure 3 and Figures 5 (a) and (b)). As shown in the text, we want to find the smallest Euclidean distance, $d$, between the projection of the observation onto the EOFs, $\hat{P}$, and the cluster means, $\hat{C}$, as given by Equation 6. Note the simplified nomenclature used - i.e. lack of subscripts - to improve clarity. The individual $|\hat{P} - \hat{C}|^2$ values are also shown ($\Box$). The square root of the sum of the $|\hat{P} - \hat{C}|^2$ values gives the Euclidean distance, $d$, shown in the subfigure titles and (g) highlights the similarity of the blue and red lines and hence the lowest $d$ value.
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