“In August 2022 we had a couple of super foggy days in Auckland and I had seen images like this pop up on social media. There was no way I would miss this so the next morning at the crack of dawn my partner and I walked up Mt Eden. We caught this stunner of a scene (along with every single other photographer in Auckland)!”
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ABSTRACT
Spillover rain occurs when orographically enhanced rain on the windward side of a mountain range is blown onto the lee side of the range. In Canterbury, this typically occurs in a strong northwesterly airstream ahead of an active front moving up the South Island of New Zealand (NZ). These northwesterly airstreams are of two types: one is a more common situation with a statically stable airmass, and the other involves an unstable airmass.

In general, northwesterly winds bring dry weather to the Canterbury Plains ahead of fronts. In a statically stable northwesterly storm, the rainfall maximum occurs on the windward upper slope of the Southern Alps. In an unstable northwesterly storm, the rainfall maximum shifts to the main divide of the Southern Alps, bringing wet weather ahead of the front in Canterbury. The storm of 6 - 7 December 2019 occurred in a particularly unstable environment (very large Total-Totals and CAPE) with strong upward motion on the West Coast and involved smoke particles from Australian bushfires.

The storm produced a new 24-hour lightning strike record and extensive rain and lightning across the Southern Alps and into South Canterbury, leading to the Rangitata River flooding onto the Canterbury Plains. The mechanism for such lightning to spread east to the Canterbury coast is explored. A secondary rainfall maximum was found on the South Canterbury coast under a quasi-stationary leeward mountain wave. The smoke particles likely played a role in the spillover and lightning. A conceptual model of enhanced spillover rain due to smoke particles in an unstable northwest flow is proposed.

1. INTRODUCTION

Orographic effects on precipitation have been studied by meteorologists around the world (e.g., Browning et al., 1974; Collier, 1975; Marwitz, 1980; Henderson, 1993; Singh et al., 1995). Several studies into the orographic influences on weather have been made in NZ, especially in the 1990s with the Southern Alps Experiment (e.g., SALPEX, Wratt et al., 1996). The distribution and spillover of precipitation in the Southern Alps have been explored (Sinclair et al., 1997), including the influence of atmospheric conditions on spillover (Chater et al., 1998; Wratt et al., 2000). Detailed studies of spillover heavy precipitation in the Southern Alps when smoke particles were present have not been carried out.

The Southern Alps run an approximately 500km NE-SW oriented barrier to the predominantly westerly flow over NZ’s South Island. Many peaks exceed 2500m in altitude between Westland and Canterbury (Figure 1).

When a cold front moves up the South Island, rain falls in the west ahead of the front, followed by a clearance or partial clearance. In the east, high clouds spread ahead of the front, and rain typically falls behind it in the post-frontal southerly or southwesterly airstream. Near the front, rain
spills over the headwaters of the Canterbury (and Otago) lakes and rivers, with a rain shadow further east. Figure 2 shows this weather pattern when the pre-frontal airmass is statically stable.

The extent of spillover heavy rain depends on:

1. the static stability of the pre-frontal airmass,
2. the baroclinicity of the front,
3. the amount of moisture advected in from upstream,
4. the vertical wind profile west of the mountains (both speed and direction),
5. the amount of upper-level divergence, and
6. the speed of movement of the front.

Further to point 1, in unstable northwesterly airstreams, rain ahead of the front spreads more readily across the Southern Alps onto the Canterbury Plains.

Many extreme weather events (EWEs) in NZ are associated with atmospheric rivers (ARs) (Reid et al., 2021; Little et al., 2019; Kingston et al., 2016), however, little is known about the effect of smoke particle ingestion on EWEs. The case study presented in this paper involves bushfire smoke particles. The aim is to better understand smoke particles’ effect on atmospheric instability and cloud physics, and how that could enhance spillover heavy rain. It is also intended to improve the forecasting of EWEs.

2. DATA SOURCES

2.1 Rainfall observations and satellite

Rainfall data used in this paper are from NZ MetService real-time hourly data and NZ Regional Council rainfall data. Visible, infrared and water vapour satellite imagery are from the Himawari-8 geostationary satellite of the Japan Meteorological Agency (JMA), except for Figure 6 from the Terra MODIS Corrected Reflectance (True Colour) data supplied by NASA.

2.2 Radar

The NZ MetService weather radar network is comprised of ten C-band radars. Data from two of these radars, Westland and Canterbury, are used in this study. These two
radars are on opposite sides of the Southern Alps and are 140km apart. The Westland radar is a Vaisala WRM200 dual polarisation C-band Doppler radar. It is located 8km east of Hokitika at a height of 350m above Mean Sea Level (MSL). The Canterbury radar is an older Ericsson single polarisation C-band Doppler radar, located near Rakaia on the Canterbury Plains at a height of 124m above MSL. Both radars produce three-dimensional scans out to 250 km range every 7.5 minutes. The scans contain 13 elevation angles from 0.5° to 20.0°, with a range bin spacing of 200m at Westland and 125m at Canterbury.

2.3 Lightning

Lightning data come from the NZ Lightning Detection Network (LDN). The LDN consists of 10 Vaisala LS7002 sensors, of which 5 are located in the North Island and 5 in the South Island. The network is a hybrid system that uses both Time of Arrival and Magnetic Direction Finding to locate and classify lightning. The detection Efficiency of the network is modelled to be 95% for Cloud-to-Ground and 50% for Cloud-to-Cloud (including IntraCloud). For the majority of mainland NZ, the Location Accuracy of each flash is within 1km with a 50% confidence interval.

3. EVENT DESCRIPTION AND ANALYSIS

In early December of 2019, a week-long period of heavy rain affected the South Island (NZ Historic Weather Events Catalogue, NIWA). Rain fell over the Canterbury headwaters from 1 to 4 December, which pre-conditioned the Rangitata River to flood. There was considerable instability in the Tasman Sea and NZ region.

The storm of 6 to 7 December was the climax of the prolonged event. This coincided with widespread bushfires over eastern Australia from which significant amounts of smoke were blown across the Tasman Sea onto NZ. 101,202 lightning strikes were recorded from 0000UTC.
6 to 0000UTC 7 December, which was twice the previous 24-hour record number of strikes (10 April 2018, based on the NZ lightning strike data since 2001). In Westland, 200 to 350mm of rain fell in 24 hours on the ranges but much less near the coast. Heavy rain led to landslides and flooding on the West Coast, cutting off towns and trapping about 1000 tourists. In Canterbury, 200 to 350mm of rain fell in 24 hours about the headwaters of the Canterbury rivers and lakes within 30km east of the main divide of the Southern Alps while, further east, significant but lesser falls were recorded. As context, warnings are issued when more than 50mm of rain in 6 hours or 100mm in 24 hours is expected over a wide area. In the Timaru District, a State of Emergency was declared on the morning of 7 December after the Rangitata River burst its banks downstream (Figure 3), and the only two bridges north to Christchurch were closed due to flooding.

On 8 December, thunderstorms and heavy rain battered the lower North Island. Nationwide, the storm cost insurers $15.29M but no deaths were reported.

Mean Sea Level Pressure (MSLP) map analyses (Figure 4) indicate a deep low to the south of the Tasman Sea, which brought troughs and fronts onto the South Island. The flow was cyclonic over the Tasman Sea and South Island. The troughs and fronts became slow-moving over the South Island due to a nearly stationary ridge of high pressure to the northeast of NZ.

Figure 5 shows the meteorological set-up, including the
Figure 5: MSLP analysis superimposed on visible satellite image at 0000UTC 6 December 2019. Image courtesy JMA.

Figure 6: Terra MODIS Corrected Reflectance (True Colour) image at 2250UTC 5 December 2019 showing bushfires over eastern Australia with smoke particles (brown) extending over the Tasman Sea near and north of a front on the South Island West Coast. Note, a bright area to the north of the North Island was sun-glint. Image courtesy NASA.
moist northwesterly airstream extending from Australia onto NZ. Rain over the South Island was supported by an upper-level jet and bands of cyclonic vorticity advection at the 500hPa level (not shown), and cold advection from the south Tasman Sea. Figure 6 shows smoke particles from eastern Australian bushfires being blown across the Tasman Sea and becoming caught up in the fronts and troughs over NZ.

The lightning data in Figure 7 indicate a significant number of lightning strikes spread southeast to the Canterbury coast. Frequent lightning lasted for over 12 hours (0500-1900UTC 6 December) in South Canterbury where an eyewitness confirmed that he “had never seen this in the last 30 years” (personal communication: Laurence Smith, Environment Canterbury, 10/12/2019). The 24-hour rainfall accumulation plot (Figure 8a), valid to 9am 7 December, shows heavy rain spread east to the Canterbury High Country. The heaviest falls occurred about the headwaters of the Rangitata River, and significant rain fell further east into South Canterbury (Figure 8b).

**Figure 7**: Lightning Strike Map, 24 hours from 0000UTC 6 December to 0000UTC 7 December 2019. Colours indicate times of occurrence as in the legend. “+ / -” represent positive/negative cloud to ground lightning, respectively. The graph on the bottom left is of lightning strike numbers for each time frame as indicated in the legend (4-hour intervals, red for most recent). Lightning data courtesy of Transpower.
Figure 8a: 24-hour rainfall accumulation (mm) from 2100UTC 5 to 2000UTC 6 December 2019. Values in blue are ≥ 20mm, values in red are ≥ 100mm. The highest rainfall of 334.5mm was recorded at Mistake Flat (circled), 1066m above MSL and 7km east of the main divide of the Southern Alps.

Figure 8b: Canterbury radar 24-hour gauge-corrected rainfall accumulation from 2100UTC 5 to 2000UTC 6 December 2019. This figure shows a rainfall maximum about and to the southeast of the Rangitata River mouth.
4. FINDINGS AND DISCUSSION

4.1 Event diagnosis

Modelled Convective Available Potential Energy (CAPE) in Figure 9 indicates substantial instability over the Tasman Sea. Significant CAPE (500-750 J/kg) and Normalised Total-Totals\(^1\) (NTT, 52.5-60) on the west of the South Island ahead of the front indicated that static instability was an important factor in generating the active lightning. Precipitable Water Vapour (PWV) was 25-30 mm on 6 December and increased to 30-35 mm the following morning.

Weather Research and Forecasting (WRF- GFS) model tephigrams (Figure 10) confirmed a deep, unstable airmass on the West Coast from the morning of 6 December to the morning of 7 December. They indicated a buoyant and generally moist (but dry in the middle level at 1200 UTC 6 December) airmass ahead of the slow-moving front, and northwesterly winds increasing with height and becoming very strong above mountain-top level. The strong winds favoured the propagation of hydrometeors and convective cells, as the windshear aloft was not so strong as to destroy convection. Winds perpendicular to the Southern Alps increased the orographic enhancement of rain and triggered thunderstorms over the ranges. Figure 10 indicates strong upward motion from low levels up to 300 hPa in the hours before the Rangitata River burst its banks. The upward motion was \(-83 \times 10^{-3}\) to \(-220 \times 10^{-3}\) hPa\(^{-1}\) between 900 hPa and 700 hPa, and \(-250 \times 10^{-3}\) to \(-330 \times 10^{-3}\) hPa\(^{-1}\) between 700 hPa and 500 hPa at 1800 UTC 6 December above the central Westland coast. Such values are extremely large for NZ. This set-up drove heavy rain and thunderstorms from the western slopes of the Southern Alps across to east of the Alps.

---

\(^{1}\) NTT (Normalised Total-Totals) calibrates the commonly used TT (Total -Totals) atmospheric stability index to correct for airmass dependence. Warm moist atmospheres that are unstable can yield TT values below 50, while cold dry atmospheres with the same overall stability might have values in excess of 60. The NTT normalises all atmospheres such that a value of 50 equates to neutral stability (with values above this indicating deep instability), no matter the location or season (Schwarz, 2004).
Figure 10: NZ4km WRF – GFS model tephigrams (H+00) for the central Westland coast at 0000UTC (left), and 1800UTC (right) 6 December 2019. Yellow lines orientated from top-right to bottom-left are isotherms; yellow lines from top-left to bottom-right are dry adiabats; solid dark-green curves are saturated adiabats. The red shaded area represents CAPE. Wind barbs (right) indicate direction with a full barb = 10 knots, half barb = 5 knots, and solid triangle barb = 50 knots. Inset at the top right is the equivalent potential temperature (K).

Figure 11: a) Westland radar Maximum Reflectivity, b) reflectivity cross-section, and c) HClass cross-section at 12:52UTC 6 December 2019. In a), the main image is maximum reflectivity in the vertical from all available radar beams; top panel is maximum reflectivity from north to south, plotted with respect to height (km); right panel is maximum reflectivity from east to west, also plotted with respect to height (km). The b) and c) cross-sections are taken along the orange line segment in a). Figure b) indicates approximate rainfall intensity: yellow = light precipitation, blue = moderate precipitation, purple/white = heavy precipitation or graupel. Figure c) is the hydrometeor class of b), where green = rain, purple = wet snow, blue = snow, yellow = graupel, red = hail.
4.2 Radar signatures

The Maximum Reflectivity composite data of the Westland and Canterbury Radars from 0000UTC to 1800UTC 6 December indicate that strong radar echoes moved onto South Canterbury. Figure 11a shows deep convective cells on the West Coast, tilting eastwards with height due to the wind profile. Figure 11b indicates very strong echoes to mid-high levels. Figure 11c shows extensive graupel (yellow) and some hail (red) within the convective cells. Graupel is being detected at more than 8km above the surface.

Figure 12a shows thunderstorms to the west of the Southern Alps, decaying thunderstorms just east of the main divide, and stratiform precipitation further east. Radar data before and after this time (not shown) indicated similar characteristics.

The inset in Figure 12b is a cross-section from the Canterbury radar along a line from South Canterbury to the Canterbury Bight showing enhanced radar reflectivity associated with falling snow and/or larger rimed crystals. The cross-section shows enhanced radar reflectivity associated with falling snow about the coast of South Canterbury (ahead of the front). Radar reflectivity time stamps in Figure 13 indicate stronger radar reflectivities (30 - 40dBZ) near the Rangitata River mouth. Tephigrams from WRF (Figure 14) show the upward motion in an upper layer from 380hPa to 200hPa, suggesting the precipitation about the coast of South Canterbury was likely associated with ascent in a quasi-stationary leeward mountain wave (Figure 15).

4.3 Eastward spread of thunderstorms and lightning

Aerosols such as smoke particles can enhance lightning activity through modifying cloud microphysical properties and invigorating convection (Yuan et al., 2011; Shi et al., 2020). They can also enhance spillover precipitation in a moist environment through riming and Wegener–Bergeron–Findeisen processes (Choudhury et al., 2019).

The numerous smoke particles that originated from the Australian bushfires would have provided abundant cloud condensation nuclei (CCN) and ice nuclei, compared to the natural particulate environment dominated by salt CCN in NZ. This would have resulted in the cloud water being distributed into a larger number of smaller ice crystals at high altitudes (likely at the expense of saturated cloud liquid water).
Figure 13: Canterbury radar Reflectivity time stamps in dBZ (decluttered, PPI and Elevation 0.5°) top: from 0600UTC to 1200UTC 6 December, bottom: from 1300UTC to 1852UTC 6 December 2019.
Table 1 shows that the number of lightning strikes in the Canterbury High Country was significantly greater than in Westland.

Figure 11c indicated abundant graupel to high levels in convective clouds to the west of the Southern Alps (upstream). The process of graupel (or hail) formation is associated with strong cloud electrification, causing more intense thunderstorms (Andreae et al., 2004). Most of the hailstones (graupel) melted as they fell below a high freezing level (2700m), so they arrived at the surface as bursts of heavy rain. This is evident in the radar HydroClass cross-section which (Figure 11c) shows rain (coloured green) as the predominant hydrometeor class at the low levels within the convective cells. Radar imagery (Figure 12a) shows no
convective cells in South Canterbury (not only at this time stamp but also through the 24-hour period), so observed lightning there (from 0500-1900UTC 6 December) was likely due to spillover of charged snow/ice crystals at high altitudes rather than deep convective cells. Strong cross-mountain winds and an unstable airmass (Figure 10) brought abundant charged snow/ice across the Alps onto Canterbury, increasing spillover rain. This process, along with decaying convective cells just east of the main divide, resulted in the maximum rainfall distribution shifting eastward, and warning amounts of rain within 30km east of the main divide. This is consistent with the highest 24-hour rainfall being recorded at Mistake Flat (Figure 8a).

On 6 - 7 December, there was no broad raincloud extending across the Tasman Sea to NZ. However, from the afternoon of 6 December, there was a line of deep convection over the eastern Tasman Sea and Westland, and convective cells that moved across the Southern Alps (Figure 15). An upper "anvil cloud" from cumulonimbus extended towards the Canterbury Bight. The Infrared image (Figure 15c) indicated an area of high cloud tops near the Canterbury coast (green) just to the south of the Rangitata River mouth, coinciding with a secondary rainfall maximum (Figure 8b). This suggests lee-wave enhancement triggered by the Southern Alps.

Lightning was active from 1300UTC to 1900UTC on
6 December when spillover rain was heaviest. Lines of lightning strikes extended from the Tasman Sea onto the West Coast, and the strike density increased on the windward slopes and across the Southern Alps. Lightning then spread southeast to the Canterbury Bight, and most strikes that occurred from the Canterbury foothills to the Bight were Cloud-to-Ground, with one-third positively charged. There was no clear evidence that the wave enhancement increased lightning strikes in South Canterbury.

It is proposed that lightning spread to the Canterbury coast due to the discharge of charged ice crystals from anvil cloud and mid to low-level convective cloud further west, rather than due to deep convection spreading off the Southern Alps. This process lasted for an extended period because the frontal system was slow-moving, the airmass was unstable and the winds across the mountain ridge were strong.

4.4 A conceptual model of enhanced spillover rain with smoke particles in an unstable northwest flow

Figure 16 is a schematic diagram of convective cells about the Southern Alps, spillover rain further east, and significant snow/ice crystals that became electrically charged due to embedded smoke particles. The diagram also shows mountain wave cloud over eastern Canterbury that likely enhanced dendritic growth aloft, resulting in significant rain falling over South Canterbury in a region that would otherwise be dry.

5. CONCLUSIONS

The December 2019 storm occurred in a particularly unstable environment and involved smoke particles from Australian bushfires. The airmass had very large NTT (52.5-60) and CAPE (500-750 J/kg), and strong upper divergence. The storm was slowed by a nearly stationary high-pressure system to the northeast of NZ. It had strong northwesterlies (but weak windshear) over the Southern Alps, and weak cold advection aloft. Extreme upward motion (-250 x 10⁻³ to -330 x 10⁻³ hPa⁻¹ between 700 and 500 hPa) occurred on the Westland coast ahead of the front.

The storm brought warning amounts of heavy rain to 30 km east of the main divide of the Southern Alps, significantly further east than in most EWEs. The maximum 24-hour rainfall shifted to about or just east of the main divide. The storm produced a new 24-hour lightning strike record (101,202) and extensive lightning across the Southern Alps and into South Canterbury. Lightning spreading to the Canterbury coast was likely due to the discharge of charged ice crystals from anvil cloud and mid to low-level convective cloud further west, rather than due to deep convection spreading off the Southern Alps. A secondary rainfall maximum was found on the South Canterbury coast under a quasi-stationary leeward mountain wave.

Smoke particles likely played a role in the spillover and lightning. Without the effect of the smoke particles,
the number of nuclei would have been much reduced; it is highly likely that thunderstorms to the west of the Southern Alps would have been less active. Rain in South Canterbury ahead of the front would have been lighter and confined to further west. Lightning strikes would similarly have been displaced westwards or much reduced as they spread east across Canterbury.

Due to climate change, spillover heavy rain events could occur more frequently (IPCC, 2022) and may well involve smoke from Australian bushfires. If smoke particles interact with a frontal system, meteorologists should consider the increased potential for heavy spillover rain. This is in terms of both rainfall accumulation and the eastward extent of spillover.

Further research is needed on cases using aerosol concentration data, including the aerosol optical depth (Dayeh et al., 2021; Grell et al., 2011). This should include a mesoscale model coupled with atmospheric chemistry to perform simulations with and without smoke particles in EWEs. This could investigate whether, or under which situations, the smoke particles cause a shift and/or intensification of spillover heavy rain and thunderstorm activity across the Southern Alps of NZ. Other work could look into the effect of varying the number of CCN in mesoscale models and evaluating model performance when smoke particles are present.
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ABSTRACT

During austral warm seasons (November - March, NDJFM) of 1934/35, 2017/18, 2018/19 and 2021/22 the New Zealand (NZ) region experienced the most intense coupled ocean/atmosphere (MHW/AHW) heatwaves on record. Average temperature anomalies over land and sea were +1.2 to 1.4°C above average. Common to all four events were maximum sea surface temperature (SST) anomalies to the west of the South Island of NZ. Atmospheric circulation anomalies showed a pattern of blocking high pressure over the Tasman Sea and Pacific Ocean to the south, and southeast of NZ, and reduced trough activity over and to the east of NZ, accompanied by strongly positive Southern Annular Mode conditions.

Hindcasts for 2017/18, 2018/19 and 2021/22 NDJFM indicate that positive temperature anomalies around 1°C occurred in the Tasman Sea, and near 1.5°C for the Chatham Rise. The temperature anomalies in the upper 50m of the ocean are consistent with the 500hPa atmospheric height anomalies. The temperature anomalies in the upper 50m of the ocean are consistent with the 500hPa atmospheric height anomalies and associated winds. The eastern Tasman Sea during August 2021 to July 2022 experienced the highest annual number of MHW days during the satellite-era (1981-present) from OISSTv2.1 data. Under 1.5°C of global warming the four events would have ERIs of 2-3 years, and with 2°C of warming all would be considered cool years relative to the +2°C climate. For the 1957-2022 period, the two most intense heatwaves have ERIs of between 30 to 150 years.
Major loss of glacial ice occurred from Southern Alps glaciers with rapid melt of seasonal snow in all cases. Slow advances in grape phenology since 1948 may be associated with increases in temperature over the same period. Cherries and apricot harvest dates advanced by one to two weeks. Marine impacts may be linked to starvation of kororā/Little Penguin (Eudyptula minor) chicks in the Bay of Plenty. Chicks weighed less and had a lower body condition score in 2020 and 2021 compared to 2019 and rescue calls in 2021 reached the highest volumes since 2015. The first record of warm-water prey species in the diet of yellow-eyed penguins at Moeraki occurred, as well as widespread sea-sponge bleaching around northern and southern NZ.

1. INTRODUCTION

Yet another unparalleled heatwave occurred during the austral summer of 2021/22 in the New Zealand region. This followed a very warm summer in 2018/19, although not as intense as the 1934/35 or 2017/18 events. Salinger et al (2020) reviewed the characteristics of the three warmest austral summers (DJF) in the NZ region (approximately 4 million km$^2$) of 1934/35, 2017/18 and 2018/19. These summers experienced the most intense coupled ocean-atmosphere heatwaves on record.

Kidson (1935) described the first documented austral summer (DJF) heatwave covering the New Zealand (NZ) area in 1934/35, with regional temperatures anomalies over land averaging $+1.7^\circ$C compared to the 1981-2010 normal. At the time this event was so unusual, almost $3^\circ$C warmer than other 1930s summers, it was described as “remarkably warm”. Salinger et al (2019a) documented the unprecedented austral summer (DJF) 2017/18 heatwave covering the NZ region. Regional average air (over land) and sea surface temperature (SST) anomalies were $+2.2^\circ$C and $+1.9^\circ$C, respectively. Terrestrial and marine impacts that may be linked to the coupled atmosphere/marine heatwave (AHW/MHW) persisted for the entire austral summer resulting in (1) the largest loss of glacier ice in the Southern Alps since 1962; (2) early Sauvignon blanc wine grape maturation; and (3) species disruption in marine ecosystems. The effects on marine ecosystems considered here included mortality of inshore low trophic level species, and distribution of pelagic species.

Average air temperature anomalies over land were $+1.7$ to $2.1^\circ$C while SSTs were $1.2$ to $1.9^\circ$C above average. All three earlier heatwaves exhibited maximum SST anomalies west of the South Island of NZ. Atmospheric circulation anomalies showed a pattern of blocking high pressure centred over the Tasman Sea extending southeast of NZ, accompanied by strongly positive Southern Annular Mode conditions, and reduced trough activity over NZ. Rapid melt of seasonal snow occurred in all three cases.

For the 2017/18 and 2018/19 events, combined ice loss in the Southern Alps was estimated at $7.0$km$^3$ water equivalents ($22\%$ of the 2017 volume). Sauvignon blanc and Pinot noir wine grapes had above average berry number and bunch mass in 2018 but were below average in 2019. Summer fruit harvest (cherries and apricots) were 14 and 2 days ahead of normal respectively. Spring wheat simulations suggested earlier flowering and lower grain yields compared to average, and below-average yield and tuber quality in potatoes crops occurred. Major species disruption occurred in marine ecosystems. Hindcasts indicate the heatwaves were either atmospherically driven or arose from combinations of atmospheric surface warming and oceanic heat advection.

Using the Hobday et al (2016) definition of MHW$^1$, Oliver et al (2018) found a $54\%$ increase in the number of MHW days globally since the early 20th century with an increase of 3-9 days per decade in the NZ region. From two General Circulation Model (GCM) ensembles, Perkins-Kirkpatrick et al (2019) and Oliver et al (2017) concluded that a Tasman Sea MHW with the intensity of the 2017/18 event would have been virtually impossible without anthropogenic warming. However, the 1934/35 AHW/MHW stands out as an exception to this conclusion. The atmospheric blocking that was responsible for the prolonged period of high mean sea level pressure (MSLP) also displayed some anthropogenic influence, although Perkins-Kirkpatrick et al (2018) note that this detected influence was less than that on the sea surface temperature.

---

$^1$ A MHW is defined as a prolonged discrete anomalously warm water event that can be described by its duration, intensity, rate of evolution, and spatial extent. Specifically, an anomalously warm event is considered to be a MHW if it lasts for five or more days, with temperatures warmer than the 90th percentile based on a 30-year historical baseline period.
MHWs are caused by a range of processes at different spatial and temporal scales, from localised air–sea heat flux to large-scale climate drivers such as the El Niño/Southern Oscillation (ENSO; Heidemann and Ribbe, 2019) and Southern Annular Mode (SAM; Thompson et al., 2011). Behrens et al (2019) investigated mechanisms of MHWs in the Tasman Sea using a forced global ocean sea-ice model and Argo observations, concluding that they are largely modulated by meridional heat transport from the subtropics through the interchange between the East Australian Current and the Tasman Front. One contributor to the increased frequency of MHWs (Oliver et al., 2018) has been regional warming trends. Sutton and Bowen (2019) documented a 0.1 to 0.3°C per decade increase in ocean temperatures since 1981 with warming penetrating from the surface to 200m depth around coastal NZ and to at least 850m in the eastern Tasman Sea. Ocean/atmosphere diagnostics from SSTs, mean sea level pressure (MSLP) and 500hPa geopotential height anomalies shows that these are coupled over the NZ region (Salinger et al., 2020).

Previous MHWs in the NZ region have been reported to have a number of impacts on marine organisms and primary production (Chiswell et al., 2020; Thomsen et al., 2019; Thoral et al., 2022; Tait et al., 2021). For example, Tait et al (2021) report loss of giant kelp *Macrocystis pyrifera*, in response to the earlier marine heatwaves, although this impact may have been exacerbated by poor water clarity. Currently, New Zealand has no national marine environmental monitoring plan in place that would be able to detect changes resulting from MHWs (Ministry for the Environment, 2019) and there is limited long term temporal data for most coastal areas/ecosystems, although the Department of Conservation has just released its Marine Monitoring and Reporting Framework to guide how marine reserves in NZ are monitored in the future.

This study examines the most recent intense atmospheric heatwave (AHW) and associated MHW for the NZ region covering the austral warm season (November - March) for 2021/22, and compares this with the warm seasons of 1934/35, 2017/18 and 2018/19. It reports the atmospheric and oceanic drivers, describes impacts on selected marine and terrestrial ecosystems, including viticulture. Monthly to decadal atmospheric and oceanic mechanisms were investigated, along with an assessment of future likelihood of similar events.

2. METHODS

Many of the methods used here were described in Salinger et al (2019a) and Salinger et al (2021a). They are outlined briefly here, with new approaches described in more detail.

2.1 Observations of atmosphere and ocean temperature

The 22-station NZ air temperature (NZ22T) series (Salinger et al., 1992) was used to calculate monthly mean air temperature anomalies for 1934-2022, relative to the 1981-2010 normal. These were combined with SSTs for the NZ region of 4 million square kilometres (NZSST) to form combined NZ temperatures for the entire NZ area (NZEEZT) described by Salinger et al (2020). From the daily time series, extreme statistics TX90p (percentage of days when the daily maximum temperature is above the 90th percentile), TN90p (Percentage of days when the daily minimum temperature is above the 90th percentile), and number of days ≥25°C averaged over NZ during 1940-2022 were calculated as in Salinger et al (2019a) for NDJFM. Eight stations were analysed for the 1934/35 event. Monthly SST observations were obtained from Extended Reconstructed Sea Surface Temperature version 5 (ERSST; Huang et al., 2017).

Daily SST estimates came from the NOAA 0.25° daily Optimum Interpolation SST version 2.1 analysis (OISSTv2.1) (Huang et al., 2020) on a 0.25° latitude/longitude grid spanning September 1981-July 2022. These were area-averaged over the eastern Tasman Sea 160-172°E and 35-45°S as in Salinger et al (2019a). A subset of SST estimates from ERSSTv5 for 1934/35 and OISSTv2.1 for the remainder for NDJFMA was also extracted for all 0.25° grid cells that lay within the Exclusive Economic Zone (EEZ) of NZ, corresponding to an area 200 nautical miles in width seaward of the coastline.

The Hobday et al (2016; 2018) MHW definitions were applied to identify and characterise MHWs based on daily (i) area-averaged and (ii) EEZ grid cell SST estimates from OISSTv2.1 as in Salinger et al (2019a) using a MatLab implementation (Zhao and Marin, 2019) of the Hobday et al. (2016) MHW definition. Ocean sub-surface temperature from NOAA’s Global Ocean Data Assimilation System (GODAS) data (Saha et al., 2006) were averaged between
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2 Argo is an international program of drifting buoys that collect information from inside the ocean using a fleet of robotic instruments that drift with the ocean currents and move up and down between the surface and a mid-water level. Each instrument (float) spends almost all its life below the surface.
40°S and 45°S, 140°E and 150°W, over the depth range 25 to 600m, and Argo profiles (Jayne et al., 2017) were extracted for the eastern Tasman Sea (160-172°E, 35-45°S).

### 2.2 Atmospheric circulation

For atmospheric circulation, monthly mean sea level pressures (MSLP) for NDJFM and 500hPa geopotential heights for NDJFM were obtained from the NCEP/NCAR Reanalysis (Kistler et al., 2001) and the ERA-Interim reanalysis (Dee et al., 2011). Several indices were used to characterize the circulation: Trenberth (1976) Z1 and M1 indices and weather regimes over NZ (Kidson, 2000) for the 2017/18, 2018/19 and 2021/22 heatwaves. Z1 measures west-east (zonal) flow and M1 south-north (meridional) flow in the NZ region: negative Z1 is typical in blocking situations when the prevailing westerly to southwesterly flow is absent in the region, especially with negative M1 (northerly flow anomaly). For large-scale circulation and monthly to decadal modes of variability the following were used: the Fogt et al (2009) Southern Annular Mode (SAM) reconstructed index, combined with the Marshall (2003) SAM index, the Southern Oscillation Index (SOI) of Troup (1965), and for the Interdecadal Pacific Oscillation (IPO) Tripole Index (Henley et al., 2015).

### 2.3 Ocean hindcasts

The ocean hindcast model is based on a global 0.25° configuration (Behrens et al., 2021; Madec et al., 2017; Storkey et al., 2018) and forced with JRA-55-DO v.1.5 (Tsujino et al., 2018) over the period 1958-2022. For this study the period 2000-2022 has been analysed and top 50m anomalies computed by subtracting the climatological mean over the period 2000-2022.

### 2.4 Recurrence interval of heatwaves

The extremes in a given year can be compared to the estimated distribution of temperatures for the period before that occurrence. A generalised extreme value distribution was fitted to the annual anomalies from the 66-year period 1871-1935, for the 1934/35 extreme, and the 66-year period 1957-2022 for the three more recent events. Expected probability of occurrence and the estimated recurrence interval (ERI) of the heatwaves were made based on the two distributions.

The probability of occurrence and recurrence intervals for a range of warming scenarios was estimated, with warmings of 1.5, 2, 3, and 4°C added to the early part of the record (the fifty years 1871-1920), which is considered close to the “preindustrial” temperature distribution. This was achieved by fitting generalised extreme value distributions to the observed temperature record for 1871-1920, plus the relevant warming offset. Such an approach was taken as it may capture the full distribution of temperature expected in future better than it would be by using climate model estimates.

### 2.5 Glaciers and seasonal snow

The end of summer snowline (EOSS) time series (Chinn et al., 2012) was used to estimate Southern Alps glacier mass balance from 1977 to 2021 for ESOSS$_{Alps}$ (Salinger et al., 2019a). Regression relationships were employed to calculate ESOSS$_{Alps}$ for 1935 and 2022, using Hermitage Mt Cook glacier season annual mean temperature, the SAM index, and Kidson (2000) Trough and Block regimes frequencies (Salinger et al., 2019b). The methods of Chinn et al (2012) were used to estimate downwasting and proglacial lake growth.

Estimates of water stored as seasonal snow in the South Island for 2021/22 were provided by the model “SnowSim”, available through Meridian Energy Ltd (https://www.meridianenergy.co.nz/who-we-are/our-power-stations/snow-storage/; Garr and Fitzharris, 1996). SnowSim calculates water stored as seasonal snow for key hydro-generating river catchments and is tuned to their long-term water balance.

### 2.6 Agriculture

**Grapes**

Daily maximum and minimum temperatures (March 1947 to July 2022) were sourced from the regional meteorological station at the Marlborough Regional Station (41.48°S; 173.95°E). A temperature of 0°C was considered to be a damaging frost.

Grapevine phenology was estimated using a budburst model (Garcia De Cortázaratauri et al., 2009) and estimated to occur when the accumulated growing degree days (base 5°C) and starting on July 1 (mid-winter in the Southern Hemisphere) had reached 294.4. The dates of flowering and véraison were estimated using the GFV model (Parker et al., 2013) and harvest defined as the date when fruit reaches a soluble solid concentration 20 °Brix (Parker, 2012).
Regional Marlborough yields and areas were sourced from annual New Zealand Winegrowers Vintage survey and Vineyard reports respectively and yield component data from New Zealand Winegrowers Vinefacts. 2

**Summer Fruit**

Harvest dates were gathered for three varieties of cherries and two varieties of apricots (Table 3) at the Plant and Food Research orchard in Clyde, Central Otago (45.20°S 169.32°E) for 2016-2022, where meteorological data were also obtained.

**2.7 Marine ecosystems**

Surveys in Northland and Fiordland were conducted in 2022. During the period of the MHWs in this region many sponges showed changes consistent with temperature stress (López-Legentil, 2008; McMurray et al., 2011; Hill et al., 2016; Marlow et al., 2018) and see Bell et al (2022) for full details of survey methods. These changes included the bleaching of sponges with photosynthetic symbionts and tissue necrosis. In Fiordland only *Cymbastela lamellata* was surveyed in Breaksea and Dusky sounds between 21 April and 3 June 2022 since this species was reported to have ‘bleached’. Sponge bleaching results from the loss of symbionts from the sponge tissue, making the sponge turn from a dark brown to white colour. The proportion of healthy, partially bleached, and fully bleached sponges was estimated from photoquadrats surveys (10 x 1m at each depth) by SCUBA Diving between 5, 10 and 25m.

Tissue necrosis of sponges was also reported from the north of New Zealand during the 2022 MHW period. The presence and severity of tissue necrosis affecting the massive sponges *Ecenemia alata* and *Stelletta conulosa* were made using existing photographic datasets, videos and in-situ observations at 1 - 20m depth throughout northeastern New Zealand (for full site locations see Bell et al. 2022). Data was collected between February and July 2022. The presence and condition of other sponge species were also noted but not quantified. *Ecenemia alata* and *Stelletta conulosa* were assessed as either healthy, partially sick (<20% visible necrosis) or sick (>20% visible necrosis) (Marlow et al., 2018) and see Bell et al (2022) for full details of survey methods.

Regular monitoring of kororā/Little Penguin (*Eudyptula minor*) nesting sites determined burrow occupancy, reproductive success (number of clutches laid and chicks fledged per pair), chick weights prior to fledging and chick body condition scores. These scores aimed to quantify the condition of the chicks by assessing pectoral muscle coverage over the keel; where a score of one is poor muscle coverage, two is moderate muscle coverage and three is good muscle coverage. Chick development was assessed by overall growth rate and feather development. Deceased kororā were either found washed ashore on Bay of Plenty coastlines (see Figure 13) and were deceased upon arrival or died shortly after and/or collected from Animal Rescue & Rehabilitation Centre Wildlife Trust (ARRC) and externally examined. Hotline calls received during spring/summer periods (September-February) from 2015-2022 were collated and assessed for trends related to SST, Mean Wind Speed, Mean Air Temperature and Total Rainfall. During 2021/2022 a total of 21 kororā were collected for mortality research from Bay of Plenty coastlines.

The diet of yellow-eyed penguins (*Megadyptes antipodes*) at Moeraki, North Otago, was investigated through eight years from 638 casts (vomited remains of indigestible hard parts of prey) and 126 spills (vomited remains of undigested or partially digested prey sometimes spilt during food transfers from adults to chicks) collected from June 2014 to May 2022.

### 3. RESULTS

#### 3.1 Observations of atmosphere and oceans

#### 3.1.1 Surface temperatures

The coupled ocean-atmosphere heatwaves in the NZ region during the four warm seasons (NDJFM) studied here were the most intense recorded in the NZ and Tasman Sea regions in 150 years of land-surface air temperature records, and ~40 years of satellite-derived SST records (Sutton 2019), as shown in Fig. 1a-f.

For all four heatwaves, both land air and sea temperatures combined were 1.1° to 1.4°C above the NDJFM 1981-2010 averages over the entire region (Salinger et al, 2020) (latitude 32° to 52°S, and longitude150°E to 180°) (Table 1 and Fig. 1.). NZ22T anomalies (Table 1) were 1.4°C, 1.7°C, 1.2°C and 1.2°C respectively (Fig. 1a and Table 1), by far the four warmest on record (Salinger 1979, Mullan et al.,...
Indices of temperature extremes for NZ (Table 1 and Fig. 1b) show that the percentages of annual warm days above the 90th percentile were 26%, 33%, 22% and 19% respectively. Counts of summer days ≥25°C averaged 22, 32, 26 and 31 days nationwide for the four warm seasons respectively. All these values were statistically significant (Table 1).

For the Tasman Sea and east of NZ (32°–52°S, 150°–
the four periods were characterised by SSTs 1.1°C, 1.4°C, 1.3°C and 1.2°C above average (Figs. 1c-f), the largest anomalies on record. The three earlier periods also showed a similar spatial pattern with highest anomalies to the west of the South Island of NZ, whilst the last was broader in extent.

Applying a MHW definition (Hobday et al., 2016) to daily area-averaged SST from OISSTv2.1 for the eastern Tasman Sea (Fig. 2) showed that the region experienced MHW conditions for 292 days (d) August 2021 to July 2022 (Fig. 2a-b), the highest annual number of MHW days observed for this area over all corresponding annual periods during the satellite-era (1981-present). The majority (79%) of these days during the 2021/22 period were ranked as a Category I (Moderate) event from an areal average (Hobday et al., 2018), with the remainder (21%) as a Category II (Strong) event. The longest continuous MHW occurred during austral autumn and lasted 158 days (Feb 24 2022 – Jul 31 2022) peaking as a Category II (Strong) MHW with a mean intensity of 1.3°C (Fig. 2a,c). This is the second longest individual MHW detected in the eastern Tasman Sea, having a similar duration but reduced intensity and later onset and decay period compared to the summer 2017/18 and 2018/19 events. In comparison, the 2017/18 MHW lasted for 153 days, peaking as a Category IV (Extreme) MHW, with a maximum (mean) intensity of 3.8°C (2.0°C), whilst the 2018/19 MHW lasted for 173 days, peaking as a category II (Strong) MHW with a maximum (mean) intensity of 2.7°C (1.6°C).

Applying a MHW definition to daily SST from OISSTv2.1...
grid cells within the New Zealand EEZ (200 nautical miles in width seaward of the coast; Fig. 2d-g) reveals marked spatial variation in the duration and severity of MHWs in coastal waters between August 2021 and July 2022. The most prolonged MHW conditions were experienced along the western coast of the North Island and southeast coast of the South Island (>200 days), with the majority (>70%) of these days ranked as a Category I (moderate) conditions (Fig. 2d). Category II (strong) conditions were largely restricted to the western coast of the North and South Islands, where they were established for a total of 40-60 days depending on location (Fig. 2e). Similarly, Category III (severe) and IV (extreme) conditions were also mostly limited to the northwest and southwest coastlines of New Zealand and were present for a total of 10 - 20 days (Fig. 2f-g). MHW conditions were generally most short lived (50-100 days; Fig. 2d-e) adjacent to the southeast coastlines of the North Island (e.g. east of 176°E) and within the Subantarctic Zone (e.g. south of latitude 48°S).

Figure 2: a. Time series of area-averaged sea surface temperature (SST) climatology (1981-2011; blue), 90th percentile MHW threshold (green) and January 2017 to July 2022 SSTs (black) for the eastern Tasman Sea (160-172°E, 35-45°S). The red shaded regions identify periods associated with MHWs using the Hobday et al. (2016) definition. b. Annual number of days that the eastern Tasman Sea was in a MHW. The shaded regions identify the number of days spent in one of the four MHW categories based on the Hobday et al. (2018) MHW categorization scheme. The summation in (b) has been performed over 12 month periods of August to July in consecutive years. c. The duration and mean intensity of each MHW detected in the area-averaged SST time series for the eastern Tasman Sea. Individual MHWs detected in the 12-month periods of August to July of 2017/18, 2018/19 and 2021/22 are shaded. d-g. The number of days each 0.25° lat-lon OISSTv2.1 grid cell within the New Zealand EEZ spent in one of the four MHW categories based on the Hobday et al. (2018) MHW categorization scheme between August 2021 and July 2022.
3.1.2 Atmospheric circulation

The four NDJFM seasons (Fig. 3a, 3c, 3e and 3g) show a pattern of blocking (persistent higher than normal pressures): in 1934/35 to the south and southeast of NZ, with negative pressure anomalies northwest of NZ, and the other three very strong blocking to the southeast of NZ and negative pressure anomalies to the north. The M1 and Z1 circulation indices showed northeasterly airflow for 1934/35, 2017/18 and 2018/19. Airflow was easterly for 2021/22. Kidson weather regimes showed a lack of zonal regime for the recent three warm seasons (NDJFM) and more blocking throughout the season especially for 2021/22, where troughing was also absent.

The 500-hPa geopotential height anomalies were extremely consistent (Fig. 3b, 3d, 3f and 3h) with very strong blocking to the southeast of NZ and negative pressure anomalies to the north. The M1 and Z1 circulation indices showed northeasterly airflow for 1934/35, 2017/18 and 2018/19. Airflow was easterly for 2021/22. Kidson weather regimes showed a lack of zonal regime for the recent three warm seasons (NDJFM) and more blocking throughout the season especially for 2021/22, where troughing was also absent.

The 500-hPa geopotential height anomalies were extremely consistent (Fig. 3b, 3d, 3f and 3h) with very strong blocking to the southeast of NZ, with average positive height anomalies of 50 geopotential metres or more in the most recent three. The 1934/35 had positive height anomalies extending west of the North Island over the north Tasman Sea. The 2017/18 and 2021/22 anomalies were the most intense, reaching 70 geopotential metres (gpm) to the southeast of the South Island.

Over the austral warm season 1934/35 and 2021/22 the SAM was very positive, although no records were set (Table 1). The SAM was also positive during 2017/18 and 2018/19. The Oceanic Niño Index (ONI) showed weak activity in 1934/35 (Niño 3.4 +0.1) but stronger in 2018/19 (+0.8). The 2017/18 and 2021/22 were in the La Niña phase (+0.9 and +1.0 respectively) for the ONI moderately so, and the IPO strongly negative with very high Southern Oscillation Index (SOI) values (Table 1).

3.1.3 Ocean Sub-Surface Temperature

GODAS sub-surface ocean temperature patterns for (November - April) NDJFMA 2017/18, 2018/19 and 2021/22 for the latitudes 40-45°S (Fig. 4a-c) indicate very shallow positive anomalies west of the South Island, with a narrow band down to about 50m east of the South Island.

Positive SST anomalies also existed in the western Tasman Sea and into the South Pacific east of NZ. The Argo measurements (Fig. 4d) averaged over the eastern Tasman Sea confirmed surface warming from November to February, peaking at 3°C mean anomaly in 2017/18 and 1.5°C in 2018/19, both with shallow anomalies to the upper 20m. A different signal occurred for 2021/22, much weaker, but much more persistent from October to April, and extending all the way down to 150m in 2022.

3.1.4 Ocean hindcasts

The top 50m November - March modelled temperature anomalies for 2018/19 and 2019/20 are spatially very
coherent (Figs. 5a-b). Positive temperature anomalies in the order of 1°C were found over the Tasman Sea and anomalies near the Chatham Rise in both years reached 1.5°C for this five-month period. The anomaly pattern for 2021/2022 differed in the shape (Fig. 5c) compared to the other two periods. The western part of the Tasman Sea, near Australia, did not exhibit positive temperature anomalies over this depth range, while the positive temperate anomalies extended further north and east of New Zealand compared to the other two periods. Conversely, anomalies over the Campbell Plateau and southeast of the Chatham Rise were lower in 2021/22. The difference in the top 50m temperature anomaly pattern between these three periods matches the atmospheric anomalies (500hPa Figs. 3-d, f, and h) and associated wind anomalies. Area averaged top 50m temperature anomalies around New Zealand (Fig. 5d) reveal how different these three periods were compared to previous years. November-March 2017/18 showed the largest peak anomalies for this region and reaching 0.9°C in February. Nevertheless, positive temperature anomalies for 2018/19 and 2021/22 for these two periods persisted into early winter (June), which has not been observed previously. However, climate projections with New Zealand’s Earth System Model suggest that this might become the new normal, where positive anomalies disproportional extend into autumn as the ocean warms under climate change (Behrens et al., 2022).

### 3.1.5 Recurrence interval of heatwaves

Based on the temperature distribution up to 1934/35 (Fig. 6a) the 1934/35 summer was very rare with a

![Figure 4: Subsurface temperature anomalies. a, b, c and d. GODAS subsurface Tasman Sea, 40ºS and 45ºS, 140ºE and 150ºW, over the depth range 25 to 600m. a. NDJFM 2017/18 b. NDJFM 2018/19 and c. NDJFM 2021/22 and d. Eastern Tasman Sea from Argo floats January 2017 – 4 April 2022.](image)
Figure 5: Modelled top 50m temperature anomalies relative to the climatological mean over the period 2000-2022. (a) November-March 2018/19, (b) November - March 2019-2020 and November - March 2021/22. (d) Top 50m area-averaged temperature anomalies over the region 160°E-170°W and 50°S-30°S (white dashed box in a-c) for individual years from 2000-2022 (black lines). The three warmest summers (a-c) are colour coded.

Figure 6: Probability of extreme warm season periods (November – March) for the period before that occurrence. (a) 1870 – 1935, and (b) 1857 – 2022. Heatwave seasons marked in red (see Table 1) and all other seasons in blue. The black lines show fitted GEV distributions.
probability of occurrence of 0.003, or an ERI of around 320 years. Using the 1957-2022 distribution, the 1934/35 event is still relatively uncommon, with an estimated ERI of around 40 years (Fig. 6b). For the recent extreme warm summers, compared to the temperature distribution from 1957 to 2022 (Fig. 6b), we find the two most recent have ERIs of around 30 years while 2017/18 has an ERI of around 150 years.

In the estimated future distributions with 1.5° or 2°C warming (added to the 1870-1920 distribution), such a summer would be common even under 1.5°C warming with ERIs of 2-3 years. Under 2°C warming, those years would all be cooler than average and would be occurring, as cool summers, approximately one to two times per decade. Under the current climate warming trajectory this would be reached around the 2060s (Mullan et al 2016).

It is notable that with three or more degrees of warming (from the 1871-1920 period), all four of the heatwaves discussed here would count as unusually cold summers, with ERIs (for cold summers) of 40 years or more for 3 degrees of warming, and in the thousands of years for 4 degrees of warming.

3.2 Glaciers and seasonal snow

3.2.1 Glaciers

Ice volume loss in the Southern Alps for the small and medium glaciers was estimated to be 0.4km³ volume in 1934/35, 2.1km³ in 2017/18, 2.0km³ in 2018/19 and 1.7km³ for 2021/22. This totals 5.9km³ for the three recent heatwave warm seasons, 22% of the total ice volume of the Southern Alps in the 1977 inventory (Chinn 2001). For the three recent heatwave summers, total losses from all glaciers amounted to 9.3km³, 17% of the 1977 total (Fig. 7a). The 2018 – 2022 period represents the largest ice loss in any 5-year period since 1949 (Salinger, et al 2021).

3.2.2 Seasonal snow

The 1934-1935 snow year was likely remarkable. Water stored as seasonal snow reached a maximum that was just below average at 402mm water equivalents (w.e.) in mid-October, based on SnowSim model estimates. Rapid snowmelt began in mid-November and all snow had disappeared by 11 January, the third earliest date for the 1930-2019 period (Fitzharris and Garr, 1995; de Latour, 1999). Melt rate over this period was 6.5mm/d w.e., the highest of the four summers. The earliest date for disappearance of all seasonal snow is 28 December for the 1974-75 snow year, but this was from a maximum of only 198mm w.e., amongst the lowest since 1930.

During the 2017-18 snow year, the estimated water
stored as seasonal snow leading up to August (Fig. 7b) was very low. It reached a maximum of 30% of average at 350 mm w.e. in late September, much earlier than usual. Rapid melt began on 18 November and from mid-December 2018 the snowpack was the lowest on record. By 10 January all the seasonal snow had melted, the second earliest date since 1930, with extraordinary loss of permanent glacier snow and ice. Melt rate over this period was 5.7 mm/d w.e. SnowSim estimated that maximum accumulation for the 2018–19 snow year was close to average at 420 mm w.e. and occurred in late October (Fig. 7c), slightly later than normal. There was rapid melt from late November, but it took until 12 February for all the seasonal snow to disappear. Melt rate over this period was 5.0 mm/d w.e.

For the 2021–22 snow year, the estimated water stored as seasonal snow leading up to the peak (Fig. 7d) was very high. It reached a maximum of 135% of the normal. There was rapid melt from late November, but it took until 12 February for all the seasonal snow to disappear. Melt rate over this period was 5.0 mm/d w.e. 410 mm w.e. in late October, at the usual time. Rapid melt began at the beginning of November and by 1 March 2022 the snowpack was totally depleted, and reached the 25 percentile by the end of March, representing the loss of 50 mm. By early March all the seasonal snow had melted, with a loss of permanent glacier snow and ice. Melt rate over this period was 1.7 mm/d w.e.

3.3 Agriculture

Grapes

The mean daily temperature during the flowering, the period defining fruitset and berry number per bunch periods of 2021 and 2022 was 16.8 and 18.9°C respectively. The seasonal differences were largely the result of a cold six-day period in the middle of flowering in the 2021 vintage where daily temperatures did not exceed 15°C.

Seasonal differences in grapevine yield ranged from a high of 15.2 and 7.56 Tonnes/hectare (T/ha) for the 2022 Sauvignon blanc and 2020 Pinot noir harvests respectively, to a low of 10.3 and 3.59 T/ha in 2021 (Fig. 8), likely reflecting these seasonal differences driving bunch mass differences (Table 2). However, for Sauvignon blanc, bunch mass differences largely reflect differences in berry number per bunch rather than berry mass, but the reverse was true in Pinot noir, where berry number per bunch were more similar and berry mass varied, particularly between 2021 and 2022 (Table 2). The difference between the varieties is
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Figure 8: Seasonal variation in Marlborough Sauvignon blanc and Pinot noir vineyard areas and grapevine yields. ● Vineyard area, ▲ Marlborough grape yield, ▼ Marlborough grape yield per ha.

Figure 9: Number of Marlborough spring frosts (<0°C) (1 July to 31 December) (upper) and the date of the last frost and estimated date of Sauvignon blanc budburst (lower). Bars = date of last frost and ● = date of budburst. Date (days from July 1) of last frost = 861 - 0.40x; date of budburst = 507 - 0.216x.
Table 2: Sauvignon blanc and Pinot noir yield components. *cv = coefficient of variation

<table>
<thead>
<tr>
<th></th>
<th>2015 - 2022</th>
<th>2017 - 2022</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PINOT NOIR</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average bunch mass (g)</td>
<td>68.0</td>
<td>29.0</td>
</tr>
<tr>
<td>Average berry mass (g)</td>
<td>1.2</td>
<td>18.9</td>
</tr>
<tr>
<td>Average berry number per bunch</td>
<td>58.2</td>
<td>11.7</td>
</tr>
<tr>
<td>Inflorescence number per m row</td>
<td>24.4</td>
<td>14.4</td>
</tr>
<tr>
<td><strong>SAUVIGNON BLANC</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average bunch mass (g)</td>
<td>128.5</td>
<td>18.5</td>
</tr>
<tr>
<td>Average berry mass (g)</td>
<td>2.0</td>
<td>10.3</td>
</tr>
<tr>
<td>Average berry number per bunch</td>
<td>64.1</td>
<td>16.3</td>
</tr>
<tr>
<td>Inflorescence number per m row</td>
<td>23</td>
<td>12.9</td>
</tr>
</tbody>
</table>

Table 3: Harvest dates of summerfruit in Central Otago.

The number of days with minimum temperatures between 1 July and 31 December less than 0°C has consistently reduced between 1948 and 2022 (Fig. 9) and the date of the last frost has advanced by 0.40 days per year over the same period (Fig. 9). However, warming of mean daily temperature 0.019°C /day between 1 July and 31 August (Fig. 9) has also advanced the date of budburst...
by 0.26 days per year, with the result seasonal frost risk has changed little over the past 74 years.

The GFV model simulations of flowering, véraison, and harvest dates advanced since 1948 (Fig. 10) and reflect an average increase in temperature of 0.013°C / day in the spring period (1 September to 30 November). Similar, but smaller temperature increases occur between 1 December and 15 February (0.011°C /day) but this advance had little effect on the average temperature over the flowering period, which has increased on average by 0.01°C per year. Similarly, there was little increase during ripening between 16 February and 15 April (0.001°C /day).

**Summer Fruit**

Of the AHW season’s data available, September to January temperature departures from normal for 2018, 2019 and 2022 were +2.2, +0.6 and +1.0°C. For the three cherry varieties, 2018, 2019 and 2022 harvest dates averaged 13, 8 and 13 days respectively ahead of 2016 (a normal season). For apricots, the three AHW summers were 15, 3 and 6 days ahead of normal.

3.4 Marine ecosystems and impacts

In northeastern New Zealand, sponge necrosis was recorded at depths between 1–20m across including *Ecionemia alata* and *Stelleta conulosa*, with other unquantified reports of tissue loss/regression of *Stelleta maori*, *Cliona celata*, *Dendrilla rosea*, *Tethya* spp. and detached *Polymastia* spp. being washed up on the shore. Up to 45% of sponges observed in this region showed signs of necrosis. The greatest impacts appeared to occur on *Ecionemia alata* and *Stelleta conulosa*, where many sponges detached or had the appearance of “melting” off the reef. These species are two of the most common and important habitat-forming species across New Zealand’s subtidal rocky ecosystems (although not found as far south as Fiordland). The densities of these two species are conservatively around 1 per 10m² (noting a single sponge can occupy up to 1m² of reef), with a distribution extends from approximately 5 to >100m depth. Given that necrotic sponges were reported at sites across > 500km of coastline, down to 20m, conservatively hundreds of thousands of sponges are likely to have been impacted (see Bell et al. in press for further information).

In May 2022, correlating with the maximum intensity of the MHW impacting the Fiordland region, widespread sponge 'bleaching' of *Cymbastella lamellata* was reported. Subsequently necrotic and dying sponges across several species were reported in northeastern New Zealand. Greater
than 90% of *Cymbastella lamellata* observed showing signs of either partial or complete bleaching in Dusky and Breaksea Sounds (Figure 11); There was no difference in the level of bleaching between depth and Remotely Operated Vehicle observations found bleached sponges to 50-60m (max depth sponges were found). While *C. lamellata* was the only species that appeared to be impacted in Fiordland, its high abundance across the region (average 1-10 per m² and a coastline of >600km) and depth distribution ranging from 5–60m, indicates that tens of millions of sponges could have been bleached. Some sponges, like *C. lamellata*, contain photosynthetic symbionts, and under temperature stress can expel these symbionts (López-Legentil, 2008).

Large marine impacts may be linked to starvation of kororā in the Bay of Plenty, with reduced chick body mass and condition in 2020 and 2021 compared to 2019, emaciated deceased chicks found in burrows and the highest volume of rescue calls received in 2021, since 2015 (McLuskie, 2023). Regular monitoring of kororā nest sites determined burrow occupancy, reproductive success (number of clutches laid and chicks fledged per pair), chick weights prior to fledging and chick body condition scores (McLuskie, 2023). Mean body mass and body condition of six-week-old kororā chicks in Mount Maunganui (Bay of Plenty) decreased by 19% during the 2020 and 2021 breeding seasons compared to 2019, which coincided with La Niña conditions and increased SST (Table 4). Chick development in 2020 and 2021 was slower than observed in 2019, with a delay in feather development and overall body size of chicks appeared smaller. Chick productivity was slightly lower in 2021 (1.22 chicks per pair), compared to previous seasons (Table 4). Six deceased emaciated chicks were also found within breeding burrows in the 2021 season, that most likely died of starvation. The proportion of burrows occupied by non-breeding birds during the day increased from 5% (2/38) in 2019 to 24% (15/63) in 2021 (Table 4).

The number of kororā rescue calls received by Western Bay Wildlife Trust (WBWT) for the Bay of Plenty region, increased significantly during the 2021/2022 Spring/Summer period (Sep-Feb) when mean Northern North Island SST were warmest (Fig. 12)(McLuskie, in press). Higher than usual call volumes in 2020/2021 and 2017/2018 were also consistent with increased SST. Rescuers observed and received multiple reports of deceased kororā washed ashore across the entire Western Bay of Plenty coastline (see Figure 13) over the 2017/2018 summer period (Graham, pers. comm). Increased call volumes in 2016 were inconsistent with SST trends, however had the highest mean wind speed (4.5m/s) between 2015-2021 spring/summer seasons. In spring/summer of 2021, 13 kororā rescues were attended and 77% (10/13) were found in a weak/exhausted state. Over half of deceased kororā specimens (57%) collected between 2021-2022 spring/summer (n=21) were found in an emaciated condition upon external examination and suspected to have died of starvation, however further research is needed to confirm cause of death.

Pilchard *Sardinops sagax* and anchovy *Engraulis australis*, two species of small pelagic nearshore fishes common around most of New Zealand, are absent from Otago, southeast South Island (Roberts et al. 2015, McMillan et al, 2019), where the relatively cool waters of the Southland current flow northward over the continental shelf (Sutton 2003, Stevens et al. 2021). A recent exception to this absence was a mass stranding of pilchard near Oamaru, North Otago in December 2019 (MacLean 2019). Through the eight years of sampling yellow-eyed penguin
Table 4: Burrow occupancy, chick production and health in kororā based in Mount Maunganui, North Island, NZ, and associated ocean conditions (Southern Oscillation Index and Sea Surface Temperature) 2019-2021 (McLuskie, 2023).

<table>
<thead>
<tr>
<th>Year</th>
<th>SOI-RM Rolling 3 month average</th>
<th>Mean SST (Nthn North Island)</th>
<th>n</th>
<th>Chicks per pair</th>
<th>Replacement clutches (Second clutch following first clutch failure)</th>
<th>n</th>
<th>Mean Mass (g)</th>
<th>Body Condition Score (1-3)</th>
<th>n</th>
<th>Non-breeding bird occupancy rate %</th>
</tr>
</thead>
<tbody>
<tr>
<td>2019</td>
<td>-0.41</td>
<td>0.34</td>
<td>20</td>
<td>1.30</td>
<td>7</td>
<td>10</td>
<td>951</td>
<td>2.4</td>
<td>38</td>
<td>5</td>
</tr>
<tr>
<td>*2020</td>
<td>0.76</td>
<td>0.59</td>
<td>32</td>
<td>1.31</td>
<td>4</td>
<td>14</td>
<td>768</td>
<td>1.93</td>
<td>51</td>
<td>8</td>
</tr>
<tr>
<td>*2021</td>
<td>0.94</td>
<td>1.13</td>
<td>36</td>
<td>1.22</td>
<td>1</td>
<td>19</td>
<td>768</td>
<td>1.95</td>
<td>63</td>
<td>24</td>
</tr>
</tbody>
</table>

Prey remains at Moeraki from June 2014 to May 2022, pilchard and anchovy were each recorded only once. In both cases they were recorded in the most recent year, with two pilchard in a cast on 27 July 2021 and one anchovy in a spill on 14 August 2021. Both records coincided with a marine heat wave and may signal a future change in diet of yellow-eyed penguins with warmer ocean temperatures at Moeraki. If this is the case, then there would be an expectation of future increasing occurrences of pilchard and anchovy in the ongoing study of diet of yellow-eyed penguins at Moeraki.

## 4. DISCUSSION AND CONCLUSIONS

Heatwaves are becoming a major impact of global warming with the Intergovernmental Panel on Climate Change 6th Assessment Report (Seneviratne et al., 2021) indicating likely increases in unusually warm days and nights across most continents, and several occurrences of MHWs in 2020 (Blunden and Boyer, 2020). The unprecedented heatwave in the 2017/18 austral summer, coupled with a combined AHW/MHW event (Salinger et al., 2019a) was one example.

Although Perkins-Kirkpatrick et al. (2018) suggests that the 2017/18 MHW would have been “virtually impossible” without an anthropogenic influence, the 1934/35 event indicates a similar episode has occurred in the past which was only 0.3°C cooler, without any allowance for anthropogenic global warming. Hence, it is important to examine similar AHW/MHWs in the NZ region in the climate record to document drivers and impacts. Srinivasan et al. (2021) found that in the last decade monthly temperature extremes are increasing 4-5 times faster than expected in a climate with long term warming, and that the increase in extremes is faster than the rate of increase in mean temperature.

Four such austral warm season events occurred – in decreasing order of magnitude 2017/18, 1934/35, 2021/22 and 2018/19. The heatwaves had very similar atmospheric and oceanic footprints, covering all the land area, the entire central and south Tasman Sea and across to 180°E in the southwest Pacific. The recent three MHWs recorded highest annual number of days in the NZ region for all corresponding annual periods during the satellite-era (1981 - present). Mid-tropospheric (500hPa) atmospheric circulation anomalies were extremely similar with strong blocking to the southeast of NZ. Climate projections with New Zealand’s Earth System Model suggest that above average temperature anomalies extending into autumn may become the new normal, as the ocean warms under climate change (Behrens et al., 2022), and the patterns are driven by atmospheric circulation interacting with the oceanic circulation.

Projected circulation changes for the late 21st century (Mullan et al., 2016) show MSLP increases during DJF, especially to the southeast of NZ. The airflow over the country becomes more northeasterly, and at the same time associated with more (possibly blocking) anticyclones and lacking in troughs. There is also a trend towards the positive SAM resulting in higher MSLPs in the NZ region, but this depends on interplay with stratospheric ozone recovery (Arblaster et al., 2011). These are all features displayed in the 2017/18, 2018/19 and 2021/22 heatwaves, with circulation regimes and their analogues exhibiting a lack of the troughing regime. Given that the Tasman Sea mixed layer heat content anomalies are in recent years have been above average, it appears likely that human-induced warming has played a significant role in the three recent
coupled ocean-atmospheric heatwaves. Record-breaking MHWs have been globally documented MHWs (Oliver et al. 2021) where the atmospheric state played a central role in their development and maintenance, from the Mediterranean, off the northeast United States and other oceanic areas. In these cases, the anomalously warm ocean temperatures were related to abnormally high air–sea heat fluxes into the ocean, which was the case for the three Tasman Sea/NZ recent MHWs.

Analysis shows that the 1934/35 event was highly unusual with an ERI of over 300 years based on the climate of the time, and of around 40 years even in the climate of the last six decades. However, with 2°C of regional temperature increase all four would be cooler than normal November–March seasons in the future.

All three recent heatwaves produced significant impacts on glaciers and seasonal snow and ice, and on terrestrial and marine ecosystems. Ice loss in small and medium glaciers has been estimated to range from 1.7 to 2.1 km³ w.e. in each event. Across all three heatwave summers, there was an accumulated ice volume loss of 22% of the 2017 volume. In all four cases, SnowSim showed swift snowmelt commencing in mid-November with rapid melt thereafter.

Potential grapevine yield is determined by the number of inflorescence primordia that develop in buds during flowering in the season before harvest, and then the number of berries that set during flowering in the current season (Trought, 2005). Following pollination of the stigma, which occurs shortly after sunrise (Staudt, 1999), pollen tube growth ceases after approximately 18 hours (Staudt, 1982) with the result that the maximum growth of the pollen tube reflects temperatures after pollination, with an estimated mean temperature of 18°C required for fertilization to be successful (Trought, 2005). The low Sauvignon blanc and Pinot noir yields at the 2021 harvest were associated with below average initiation and flowering temperatures of 16.0 and 17.4 respectively, in particular a cold period at the height of flowering in late December. While higher yields in 2022 can be attributed to the initiation and flowering temperatures of 16.8 and 18.9°C respectively.

While the number of spring frosts has declined nationwide since 1948, by approximately 0.19 events per year, and date of the last frost has come forward by a month since 1948, the increase in temperature has advanced the date of budburst and flowering, with the result spring frost risk, the temperature during flowering or ripening has changed little since 1948. Similar changes in frost risk have been observed in Europe (Sgubin et al., 2018). Likewise, mean temperatures during the ripening period did not increase, unlike increases observed elsewhere (Molitor and Junk, 2019). This possibly reflects the temperate climate of Marlborough and the abrupt changes in temperature that may occur between concurrent phenophases of vine development during the season (Salinger et al., 2020).

The slow advances in grapevine phenology since 1948 may be associated with increases in temperature over the same period, marked inter-seasonal variation in temperature, particularly in relation to spring frost, inflorescence initiation and flowering, key stages of yield development, result in marked fluctuation in seasonal yield. Cherries and apricots showed an advancement date for the three AHW warm seasons harvest dates by 12 and 8 days respectively.

The observed impacts of the 2022 marine heatwave on marine sponges in northern NZ and Fiordland are unprecedented and raise concerns for the future of sponge communities which are an important component of temperate reef ecosystems. The contrasting impacts of the marine heatwave on sponges between northern NZ and Fiordland highlight there are multiple mechanisms at play and further research is needed to better understand the actual mechanisms and species-specific vulnerabilities of sponges to marine heatwaves. The longer-term impacts for the sponges that have lost tissue is currently unknown and further monitoring will be needed to assess if they survive or not around northern and southern NZ.

Reduced breeding attempts of kororā, lower chick masses and fewer chicks per pair may be related to increased SST (Cannel et al., 2012; Johnson & Colombelli-Négrel, 2021), but the difference between chicks per pair in this study is marginal and could not be attributed to

**Figure 13:** One of twelve emaciated kororā found over the 2021/2022 spring/summer period in the Bay of Plenty. A recent fledgling weighing 335g washed ashore weak and dehydrated, on Waihi Beach during the marine heatwave, January 2022.
Figure 14: A group of bleached *Cymbastella lamellata* from Dusky Sound, Fiordland. These sponges contain photosynthetic symbionts and are normally brown in colour. During the 2022 marine heat wave these symbionts were lost from these sponges. Over 90% of sponges across the entire Fiordland Marine Area were bleached.

An increase in non-breeding birds could indicate adults sheltering during the day, birds pairing and/or lack of food availability resulting in reduced breeding attempts. Similarly, developmental delays in kororā chicks have also been observed in malnourished chicks going into rehabilitation in Tasmania (Grieveson, pers. comm). Starvation could likely be linked to reduced prey capture success during periods of increased SST (Carroll et al., 2016) that occurred in the Northern North Island resulting in increased hotline call volumes and emaciated kororā washing ashore in the Bay of Plenty, however due to limitations of methodology it cannot be accurately concluded that starvation was the primary cause of death. Disruption to marine ecosystems during 2010/2011 has been previously linked to a significant marine heatwave in Western Australia (Salinger et al., 2016) including an increased number of dead kororā found washed ashore that had died of starvation (Caputi et al., 2014). Hocken (2000) found starvation as the leading cause of mortality in kororā washed ashore in Otago during 1994 to 1998. One of the primary concerns of increased ocean temperatures is the decrease in adult survival, particularly if high numbers of emaciated fledglings are seen and low juvenile recruitment continues. A population model demonstrated a 9% decrease in survival of adult king penguins for a 0.26°C warming in the Southern Ocean (Le Bohec et al., 2008). It is likely that other environmental variables, such as increased wind speeds and high land temperatures (Johnson and Colombellí-Négre, 2021; Stahel and Gales, 1987) were also contributing factors in reduced breeding success and starvation and requires further investigation. Little is known about the prey species of the Mount Maunganui kororā colony. Further research is needed to investigate the diet of kororā in the Bay of Plenty to find out whether not just sea temperature but also dredging and fishing activities impact breeding success and survival.

The only records of pilchard and/or anchovy in the diet of yellow-eyed penguin at Moeraki through eight years beginning in 2014 was during the last year. Monitoring of the diet of this penguin is ongoing and will document whether or not pilchard and/or anchovy gradually become important in the diet indicating prey switching attributable a southward spread of these small pelagic fishes in response to warming sea temperatures.

**ACKNOWLEDGEMENTS**

Updates of the Tasman Glacier end of summer snow line data to 1976 were provided by the late Dr Trevor Chinn. Other files from Trevor were used to update the proglacial lake and downwasting of volume for the 12 large glaciers. Pascal Sirguey provided mass balance information from the Brewster Glacier. The Argo data were collected and made freely available by the International Argo Program and the national programs that contribute to it (http://www.argo.ucsd.edu, http://argo.jcommops.org).

The Argo Program is part of the Global Ocean Observing System. The sub-surface temperature and SST data was collected as part of the MBIE funded Coastal Acidification: Rate, Impacts and Management (CARIM) project, provided by Kim Currie. This project obtained support through the Deep South National Science Challenge. This paper was supported through funding from the Ministry of Business, Innovation and Employment via the Deep South National Science Challenge (C01X1902). MST was funded by the Brian Mason Trust (Impact of an unprecedented marine heatwave). PMS was funded by MBIE contract CAWX1801. Bay of Plenty kororā research was obtained under wildlife authorities (48462-FAU & 81642-DOA), thanks to the Department of Conservation, local iwi (Ngai Te Rangi, Ngati Ranginui and Ngati Pukenga) and Tauranga City Council for granting permissions and land use access.
REFERENCES


Time series of relative humidity, wet-bulb temperature, and dewpoint temperature at Kelburn and Masterton over the last 90 years

Richard Turner¹, Katie Baddock², John-Mark Wooley², Petra Pearce², Alex Pezza³, Amir Pirooz²

¹ National Institute of Water and Atmospheric Research (NIWA), Wellington, New Zealand
² NIWA, Auckland, New Zealand
³ Greater Wellington Regional Council; Te Pane Matua Taiao, Wellington, New Zealand
⁴ Adjunct Research Associate, School of Geography, Environment and Earth Sciences, Victoria University of Wellington, New Zealand

Corresponding author: Richard Turner, richard.turner@niwa.co.nz

ABSTRACT

NIWA has recently digitised daily wet- and dry-bulb temperature records for both Kelburn, Wellington and Masterton, Wairarapa sites back to 1929 and undertaken an analysis of these records and comparison with reanalysis products. This article presents key results of the analysis in the context of climate change and also the steps taken to account for site moves, complications around a plethora of daylight savings changes, and observing methods.

Overall, there was a 0.7°C increase in dewpoint temperature (T_d) averaged over all seasons with the strongest trend being an increase in winter, amounting to +1.7°C over 90 years at Kelburn, and +1.8°C at Masterton for the same period. Autumn also saw increasing trends at both locations whereas summer and spring saw smaller increases.

Other points of interest were that January 2018 had the highest average T_d values of any month in both the Kelburn and Wairarapa records while February 1998 was ranked third in the Kelburn record. Both 1998 and 2018 are tied for third-warmest years on record for Aotearoa New Zealand (dry-bulb air temperature).

Despite the long-term upward trend, average T_d values for February 1938 and February 1935 were ranked second- and tenth-highest respectively in the Kelburn record. February 1935 is also ranked eighth-highest in the Wairarapa record.

Extreme high summer and autumn values of T_d occurred in the 1930s where there was considerable year-to-year variability.

Of the ten months with lowest average T_d values, seven occurred in the 1930s and 1940s for Wellington. At Masterton, six were in the 1930s and all ten had occurred by 1972.

1. INTRODUCTION

Wet-bulb temperature, dewpoint temperature and relative humidity are all important measures of the moisture content of air-mass characteristics. In terms of applied meteorological and climate applications these are perhaps most meaningful when combined with other parameters such as dry-bulb temperature to provide apparent temperature (heat indices), e.g., where high humidity and high temperatures are uncomfortable for humans or livestock as it limits the ability to regulate the cooling of the body. Physically,
dewpoint temperature is, in the absence of a change of air-mass, often a useful indicator of what the overnight temperatures may drop to and when high in the summer is associated with sub-tropical air-masses and so can be used to assess climatic risk of spread of some potentially invasive insect pests from warmer climates, e.g., Red Imported Fire Ant (Turner et al., 2006). Extended periods of high relative humidity correlate well to leaf wetness and are used to assess the infection risk for plant diseases such as Myrtle Rust (Beresford et al., 2018). High duration humidity events are also associated with increased rates of corrosion (Schindelholz and Kelly, 2010). Low dewpoint temperatures near zero or below will also be associated with frost occurrence and extended periods of low-humidities in warmer months are associated with drought risk.

It is therefore of interest, especially in the light of the warming experienced under climate change, to investigate long-term trends in wet-bulb temperature, dewpoint temperatures and relative humidity in Aotearoa-New Zealand, where little if any work appears to have been done with surface records prior to 1972. Where most records are not available digitally, there also appears to be little done post-1972 with the moisture variables as well. In this paper, we present the results from an effort to reconstruct a 90-year record from two New Zealand climate stations; Kelburn, Wellington and Masterton, Wairarapa in the Greater Wellington Region of the lower North Island, see Figure 1.

2. DATA AND METHODS

2.1 Data

In New Zealand, historic climate records relating to moisture content of air masses (i.e., relative humidity (RH), dewpoint temperature (T_d), and wet-bulb Temperature (T_w)) are typically only available from daily 9am observations prior to 1972. Three hourly (or synop) records are commonly available from 1972 and hourly records of these variables are more commonplace from the early 1990s with the introduction of automated weather stations (AWS). Typically, only one of the three variables (RH, T_d, T_w) was reported. This is because when one of these is known along with the dry-bulb air temperature (T_a) (which is almost always reported), the other two variables can be reasonably determined. Abbot and Tabony (1985), Alduchov and Eskridge (1996), August (1828), Magnus (1844), and Stull (2011) provide background and various methods to do these calculations. Additionally, there are online calculators and resources which can be utilised to do these conversions. A listing of some of these sites is provided within the reference section, see Australian BOM, McNoldy, 2020 and Omni, 2020 websites.

A survey of NIW A station histories (Fouhy et al., 1992) and New Zealand’s national climate database (CliDB) identified that for Wellington the Kelburn site could be used to derive moisture-related trends as 9am records there
go back to late-1928, and that a collection of sites could be used for Masterton (see Table 1 and Figure 2). The choice of 9am was primarily due to the fact that the longest available records are for this time. The 9am records still give a reasonable distribution of overall air-mass properties compared to distributions for all hours, see (Figure 3) which compares Kelburn “9am only” to “all-hours” psychrometric charts over the past decade. In terms of mixing ratios average diurnal variations, over the last decade, at Kelburn were within ±3% of the average (7.46g/kg) with the average 9am value being 7.53g/kg and were within ±9% of the average (6.79g/kg) at Masterton where the average 9am value was 7.09g/kg.

Digitisation, and quality control of records prior to 1972 was also required and done for this analysis. The data rescue process involved studying original meteorological forms which keep track of manually transcribed weather observations. These observations were manually typed into Excel documents, focusing on one column of data at a time. Each observation’s column of data concluded with a ‘Sums’ and ‘Means’ option which have also been manually recorded. To ensure accuracy in digitizing the records, each column was added up using the excel ‘Sum’ feature to make sure the column’s total matched that of the original document. This ensured the observations had been recorded accurately, despite the handwriting of some of the numbers making it difficult to read.

Some numbers that were particularly difficult to make out were determined by looking at the numbers recorded before and after them, which gave an indication of the figure likely recorded in the space.

Most of the original meteorological forms however were able to be read with ease (see Figure 4), and the sums calculated by the recorder were an added benefit for the digitization process. Quality control also consisted of visual inspection of records checking for obviously spurious values, unphysical values, e.g., when dewpoint or wet-bulb temperatures exceeded dry-bulb air temperatures, and also the conversion from Fahrenheit to Celsius when required. Prior to automated stations the observing method typically involved the observer recording the dry-bulb temperature and wet-bulb temperature then using psychrometric tables.

Figure 2: Map showing location of Masterton climate stations with records used in the dewpoint temperature analysis.

Figure 3: Distribution for period 2011-2020 at Kelburn for which various dry-bulb temperature and Mixing Ratio combinations for (left) 9am (expressed as days per year) and (right) for all hours.
Another aspect related to daylight savings that had to be accounted for was that the current NZST was adopted in 1941. In the period 1927-1941 New Zealand did have daylight savings in the summer months and in 1941 this daylight savings time was adopted all-year round and became the current NZST. The old standard time (NZMT)

(1941).

2.2 Methods

One complication in creating a “9am” record is that local time records were the only ones available, a complicated sequence of daylight savings periods and changes had to be accounted for. This meant that there were periods when 8 am New Zealand Standard Time (NZST) records were only available. To account for this, regression relationships between 8am and 9am NZST observations were developed from nearby stations where, or from a later period, when hourly observations were available, and adjustments made. Key details about the regression relationships and the periods for which these were applied in the adjustments are provided in Table 2.

\[
\begin{array}{|c|c|c|c|}
\hline
\text{Station Name} & \text{Begin Date (analysis)} & \text{End Date (analysis)} & \text{Comment} \\
\hline
\text{Wairarapa} & & & \\
\text{Masterton, Essex St} & 2-Sep-1928 & 30-Nov-1942 & \text{Digitized from paper records} \\
\text{Masterton Waingawa} & 2-Jan-1943 & 31-Dec-1971 & \text{Digitized from paper records} \\
\text{Masterton Aero AWS} & 5-Nov-2009 & 25-Mar-2020 & \\
\hline
\text{Wellington} & & & \\
\text{Kelburn}^3 & 1-Dec-1928 & 30-Jan-1961 & \text{Digitized from paper records} \\
\text{Kelburn}^4 & 1-Dec-1961 & 1-Sep-2005 & 8am records in NZDT 1989 – 2004 \\
\text{Kelburn AWS} & 2-Sep-2005 & 25-Mar-2020 & \\
\hline
\end{array}
\]

Table 1: Listing of climate stations where 9am (NZST) temperature and humidity records were obtained for this section.

\(^1\) Dec 1996: Stevenson Screen replaced
\(^2\) May 2001: Humidity Probe replaced due to overheating
\(^3\) Jul 1949: Exposure increased and improved.
\(^4\) Apr 1970: Equipment replaced due to vandalism
\(^5\) Dec 1989: Thermometer replaced

Figure 4: Capture of a typical observation chart with recordings taken at Kelburn, Wellington in May of 1939.
between 1927 and 1941 was 30 minutes behind our current NZST or +11:30 ahead of UTC. The period of daylight savings from 1928 to 1933 was from the 2nd Sunday in October to the 3rd Sunday in March and from 1933 to 1941 it was from the 1st Sunday in September until the last Sunday in April. Adjustments were thus also made to account for the half-hour shift during the period of NZMT. This adjustment resulted in a decrease of average summer dew-point temperatures in the 1930s of around 1°C at Masterton, but only a slight decrease of around 0.1°C at Kelburn. We suggest this difference could be due to maritime influences damping the diurnal cycle at Kelburn as it is much closer to the ocean.

Apart from the adjustments for time-of-observation, and applying corrections where there was some overlap of stations, little other effort was made to homogenise the data. No attempt was made to apply the methods of Rhoades and Salinger (1993) to account for site changes or detected breakpoint changes. This is because the Rhoades and Salinger method requires other coincident time-series of a parameter to be available at ‘nearby’ stations to check on consistency of trends when a site change occurs. The digitization of the Masterton and Kelburn records done here is to the author’s knowledge the first to be done for New Zealand for dewpoint and wet-bulb temperatures, and relative humidity and so clearly application of the method is not possible currently, but clearly should be part of future work when other early station humidity records are digitized. Such work would help identify other causes of inhomogeneity such as screen and instrumentation maintenance which is important as the wick for wet-bulb temperatures needs to be well-maintained. The work on homogenisation was hampered by a lack of available detail in maintenance records prior to 1972.

Brown and DeGaetano (2009) describe a method to detect inhomogeneities in historical dewpoint temperature series, but their method relies on hourly records being available, which were not in this record prior to 1991.

Potential breakpoints were identified via a breakpoint detection algorithm similar to that used in Turner et. al., 2019. Only one significant breakpoint was detected for Kelburn and that was in 2012 and does not appear to be associated with any recorded issues with instrument or site maintenance. There were several statistically significant breakpoints detected for Masterton. These were in October 1937, May 1938, June 1975, June 1988, August 1990, December 1993, and August 2017 – some of which are close to breaks in the station records.

### Table 2: Regression relationships and correlations between 8am and 9am temperature and humidity variables for stations where hourly records available. 

<table>
<thead>
<tr>
<th>Station</th>
<th>Years</th>
<th>$T_a$</th>
<th></th>
<th>$T_d$</th>
<th></th>
<th>$T_w$</th>
<th></th>
<th>RH</th>
<th></th>
<th>$T_a$</th>
<th></th>
<th>$T_d$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>slope</td>
<td>intercept</td>
<td>$r^2$</td>
<td>slope</td>
<td>intercept</td>
<td>$r^2$</td>
<td>slope</td>
<td>intercept</td>
<td>$r^2$</td>
<td>slope</td>
<td>intercept</td>
<td>$r^2$</td>
</tr>
<tr>
<td>East Taratahi</td>
<td>1995-2009</td>
<td>0.9180</td>
<td>2.7207</td>
<td>0.926</td>
<td>0.8571</td>
<td>2.6097</td>
<td>0.929</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Masterton AWS</td>
<td>2009-2020</td>
<td>0.9198</td>
<td>2.8088</td>
<td>0.925</td>
<td>0.8562</td>
<td>2.6016</td>
<td>0.938</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kelburn</td>
<td>1972-1988</td>
<td>1.0231</td>
<td>0.3251</td>
<td>0.943</td>
<td>0.9593</td>
<td>0.7802</td>
<td>0.958</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kelburn AWS</td>
<td>2004-2020</td>
<td>0.9839</td>
<td>1.0393</td>
<td>0.949</td>
<td>0.9578</td>
<td>0.9370</td>
<td>0.968</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>slope</td>
<td>intercept</td>
<td>$r^2$</td>
<td>slope</td>
<td>intercept</td>
<td>$r^2$</td>
<td>slope</td>
<td>intercept</td>
<td>$r^2$</td>
<td>slope</td>
<td>intercept</td>
<td>$r^2$</td>
</tr>
<tr>
<td>East Taratahi</td>
<td>1995-2009</td>
<td>1.0051</td>
<td>-5.1407</td>
<td>0.812</td>
<td>0.8295</td>
<td>2.1485</td>
<td>0.897</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Masterton AWS</td>
<td>2009-2020</td>
<td>0.9753</td>
<td>-4.1650</td>
<td>0.811</td>
<td>0.8410</td>
<td>1.8891</td>
<td>0.907</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kelburn</td>
<td>1972-1988</td>
<td>0.8504</td>
<td>10.2570</td>
<td>0.591</td>
<td>0.8991</td>
<td>1.0695</td>
<td>0.899</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kelburn AWS</td>
<td>2004-2020</td>
<td>1.0122</td>
<td>-4.2783</td>
<td>0.834</td>
<td>0.9671</td>
<td>0.4719</td>
<td>0.959</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1 The lower correlation between 8am and 9am RH at Kelburn is suspected to be due to different precisions in reported values at these times of the day.
3. RESULTS

In this section key results and trends are presented for Kelburn and then for Masterton.

3.1 Wellington

Time series of average values for each season (summer, autumn, winter, and spring) for each year from 1929 to 2019 for Kelburn for RH, $T_a$, $T_w$, and $T_d$, are shown in Figure 5. Potential breakpoints in the time-series due to an exposure change in 1949 and the station change in 2004 and those indicated by the detection algorithm are indicated in these figures. Minor bias corrections downwards of around -0.2°C were made to the Kelburn AWS dewpoint temperature post 2005 based on the short period of overlap when the previous Kelburn station remained operating. While this section is focused on trends and extremes in dewpoint temperatures, the other variables are presented also as a check on consistency and to aid physical interpretation. The other point to note about the other variables is that the dry-bulb air temperatures ($T_a$) are 9am temperatures and so trends and rankings presented here will not precisely match those of daily maximum, minimum or average temperatures such as NIWA’s Seven Station Series (Mullan et al., 2012) derived elsewhere, but should be consistent.

From these seasonal plots, it is apparent that the year-to-year variation and longer-term trends (from simple linear regression relationships) in $T_a$, $T_w$, and $T_d$ are all very similar between season and consistent among the variables (Table 3). Overall, the trend in winter is strongest with an approximate increase in 9am dewpoint temperatures of 1.7°C over the 90 years, and an increase in RH of around 3.6% over the period. For autumn there is also an increase of around 0.8°C in $T_d$ and around 2.1% in RH, and for summer these increases are 0.4°C and 0.4%. Meanwhile, for spring the increases to $T_d$ and RH are 0.1°C and 0.1% respectively. The increases in RH are interesting since RH decreases as dry-bulb temperature increases (if all other air-mass parameters remain unchanged) and so it appears that in this instance, increases to dewpoint temperature are more influential than the increases in dry-bulb air temperature in determining the trend in RH. It is noted that there is a sudden increase in RH during summer between 1990 and 2004 which does not occur for the other seasons (Figure 5), and this appears consistent with the observed temperature changes at the time (which show a drop in 9am temperatures). While no information in the station histories was found that indicated any technical issues with instruments during this period, it is noted that the end of the period aligns with a station change and it is therefore possible that there could still be some underlying data issues during this period.

The top-ten and bottom-ten ranked months for average dew-point temperatures were tabulated and these showed that January 2018 had the highest average $T_d$ values of 16.6°C and February 1998 was ranked third, where these two years are tied for second-warmest years for Aotearoa-New Zealand (according to NIWA’s Seven Station Series). Also interesting is that, in spite of the long-term upward trend, February 1938 (2nd) and February 1935 (10th) were ranked within the top ten. In terms of bottom ranked years, seven of the ten months occurred in the 1930s and 1940s. Another way to visualise the long-term trend is to contrast
the decades 2011-2020 and 1932-1940 as expressed in a psychrometric chart as in Figure 6 which shows a general warming/moistening pattern. As an example, to help interpret the plot, we see there were around three to four more days per year in 2011-2020 than 1931-1940 when 9am temperatures were around 18°C and mixing ratios around 10g/kg. Conversely, in the period 2011-2020 there were three to four fewer days where dry-bulb temperatures were around 7 °C and mixing ratios around 6g/kg.

Monthly averages, minimums, and maximum of dry-bulb air temperature (T_{a}), wet-bulb temperature (T_{w}), relative humidity (RH) and dewpoint temperature (T_{d}) for Kelburn are shown in Figure 7. The thick bold lines are running 12 month means of the average, minimum and maximum. Trends in the averages correspond to the overall annual trends in these values and are +0.8°C for T_{a}, T_{w}, and T_{d} and +1.3% for RH over the 90 years. It is gratifying to note, in Figure 7a, the consistency with the NIWA Seven Station Series average monthly temperature series with the dry-bulb temperature series given the simple nature of adjustments made here.

The ten most extreme maximum values of 9am dewpoint temperature and the dates on which these occurred are provided in Table 4 while the values of the extreme minimums and dates are provided in Table 5. The most extreme high 9am dewpoint temperature was 20.3°C on 10 March 1981. Interestingly, only the events of 18 February 1955 and 30 January 1956 occurred in months that had averages ranked in the top-ten. Extreme minimum events occurred in winter, with the record minimum of -6.8°C on 7 June 1944. Again seven of the 10 bottom ranked events occurred in the 1930s and 1940s.

It is noted that this analysis only captures extremes in “9am” dewpoint temperatures and therefore will have missed other significant observations that might have occurred at different times of the day. The maximum dewpoint temperature across the entire record for Kelburn

---

1 The original time-series reconstruction was done in 2020, but the psychrometric analysis was done a year later so included the year 2020.
Figure 6: Colour-filled contour plot of difference (days per year) in distribution of 9am dry bulb temperatures-mixing ratio combinations for 2011-2020 versus 1931-1940 for Kelburn.

Figure 7: Monthly “9am” average (orange lines), minimum (blue), and maximum (red) time series (thin lines) of a) dry bulb air temperature ($T_a$), b) wet-bulb temperature, c) relative humidity, and d) dewpoint temperature for Kelburn, Wellington for the period 1929 to 2019. The thick bold lines are running 12 month means of the average, minimum and maximum. The dark brown line in 7a is the 12-month running mean of Kelburn monthly average temperature as derived for NIWA’s Seven Station Series.
Table 4: Dates of extreme high values (top ten) of “9am” Tₐ (6th column) in the period 1928 to 2019 at Kelburn. Also listed are the values Tₐ, Tₘ, RH and dewpoint depression (DPP = Tₐ - Tₐ) on these dates. (Also listed in italics is the one occurrence since the time of analysis and submission that would be top ten).

<table>
<thead>
<tr>
<th>Date</th>
<th>Rank</th>
<th>Tₐ</th>
<th>Tₘ</th>
<th>RH</th>
<th>Tₐ</th>
<th>DPP</th>
</tr>
</thead>
<tbody>
<tr>
<td>10/3/1981</td>
<td>1</td>
<td>20.6</td>
<td>20.4</td>
<td>98.1</td>
<td>20.3</td>
<td>0.2</td>
</tr>
<tr>
<td>12/2/1988</td>
<td>2</td>
<td>20.4</td>
<td>20.2</td>
<td>98.1</td>
<td>20.1</td>
<td>0.2</td>
</tr>
<tr>
<td>18/2/1955</td>
<td>3</td>
<td>20.2</td>
<td>20.1</td>
<td>99.5</td>
<td>20.1</td>
<td>0.1</td>
</tr>
<tr>
<td>15/3/1955</td>
<td>4</td>
<td>19.9</td>
<td>19.9</td>
<td>100.0</td>
<td>19.9</td>
<td>0.0</td>
</tr>
<tr>
<td>30/1/1956</td>
<td>5</td>
<td>20.1</td>
<td>19.9</td>
<td>98.9</td>
<td>19.9</td>
<td>0.1</td>
</tr>
<tr>
<td>30/1/1942</td>
<td>6</td>
<td>21.7</td>
<td>20.5</td>
<td>89.4</td>
<td>19.9</td>
<td>1.2</td>
</tr>
<tr>
<td>4/2/1957</td>
<td>7</td>
<td>19.7</td>
<td>19.7</td>
<td>100.0</td>
<td>19.7</td>
<td>0.0</td>
</tr>
<tr>
<td>10/2/2022</td>
<td>-</td>
<td>20.7</td>
<td>20.0</td>
<td>93.5</td>
<td>19.6</td>
<td>1.1</td>
</tr>
<tr>
<td>10/3/1990</td>
<td>8</td>
<td>19.6</td>
<td>19.6</td>
<td>100.0</td>
<td>19.6</td>
<td>0.0</td>
</tr>
<tr>
<td>14/3/1955</td>
<td>9</td>
<td>20.2</td>
<td>19.8</td>
<td>96.3</td>
<td>19.6</td>
<td>0.4</td>
</tr>
<tr>
<td>17/2/1963</td>
<td>10</td>
<td>19.4</td>
<td>19.4</td>
<td>100.0</td>
<td>19.4</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 5: Dates of extreme low values (bottom ten) of “9am” Tₐ (6th column) in the period 1928 to 2019 at Kelburn. Also listed are the values Tₐ, Tₘ, RH and dewpoint depression (DPP = Tₐ - Tₐ) on these dates.

<table>
<thead>
<tr>
<th>Date</th>
<th>Rank</th>
<th>Tₐ</th>
<th>Tₘ</th>
<th>RH</th>
<th>Tₐ</th>
<th>DPP</th>
</tr>
</thead>
<tbody>
<tr>
<td>7/6/1944</td>
<td>1</td>
<td>6.1</td>
<td>1.9</td>
<td>39.0</td>
<td>-6.8</td>
<td>12.9</td>
</tr>
<tr>
<td>24/8/2004</td>
<td>2</td>
<td>0.7</td>
<td>1.7</td>
<td>40.5</td>
<td>-6.7</td>
<td>7.4</td>
</tr>
<tr>
<td>5/6/1931</td>
<td>3</td>
<td>6.4</td>
<td>2.2</td>
<td>39.1</td>
<td>-6.5</td>
<td>12.1</td>
</tr>
<tr>
<td>13/8/1939</td>
<td>4</td>
<td>5.9</td>
<td>1.9</td>
<td>41.6</td>
<td>-6.1</td>
<td>12.0</td>
</tr>
<tr>
<td>27/7/1992</td>
<td>5</td>
<td>5.7</td>
<td>2.0</td>
<td>44.8</td>
<td>-5.4</td>
<td>11.1</td>
</tr>
<tr>
<td>19/7/2015</td>
<td>6</td>
<td>4.8</td>
<td>1.5</td>
<td>48.6</td>
<td>-5.1</td>
<td>9.9</td>
</tr>
<tr>
<td>7/7/1937</td>
<td>7</td>
<td>5.1</td>
<td>1.7</td>
<td>47.5</td>
<td>-5.1</td>
<td>10.2</td>
</tr>
<tr>
<td>25/8/1935</td>
<td>8</td>
<td>7.2</td>
<td>3.0</td>
<td>41.7</td>
<td>-4.9</td>
<td>12.1</td>
</tr>
<tr>
<td>2/9/1934</td>
<td>9</td>
<td>7.8</td>
<td>3.3</td>
<td>40.2</td>
<td>-4.9</td>
<td>12.7</td>
</tr>
<tr>
<td>28/7/1957</td>
<td>10</td>
<td>5.8</td>
<td>2.2</td>
<td>46.0</td>
<td>-4.9</td>
<td>10.7</td>
</tr>
</tbody>
</table>
was 22.0 °C observed at 1800 NZST hours on 11 Feb 2018 (part of the notably hot and wet summer of 2018).

### 3.2 Wairarapa

Average values for each season (summer, autumn, winter, and spring) for each year from 1928 to 2019 for Masterton of RH, \(T_a\), \(T_w\), and \(T_d\) are provided in Figure 8 and changes summarised in Table 6. Potential breakpoints in the time-series due to station changes, and those identified with the breakpoint algorithm, are also indicated in these figures. Visually, there does seem to be a decline in spring and summertime relative humidity post the 1993 breakpoint and could be related to the station shift to East Taratahi. This does not appear related to changes in irrigation as acreage of land irrigation increased in the area after around 2003 (based on inspection of Google Earth aerial imagery). Unfortunately, there are no overlaps of the records when station moves occurred from which to make adjustments, so no attempts at adjustments for this period were made.

As was found for Wellington, it is apparent that the year-to-year variation and longer-term trends in \(T_a\), \(T_w\), and \(T_d\) are all very similar. Again, the trend in winter is strongest where there is an increase (linear regression) in 9am dewpoint temperatures of 1.8°C and an increase in winter relative humidity of around 7.2% for the 90-year period. For autumn there is also an increase of around 0.8°C in \(T_d\) and around 3.2% in RH, and for spring they are +0.4°C and +1.7% while for summer there is an increase of 0.5°C, and a small increase of 0.2% in RH. The smaller increases in summer RH are likely impacted by recent increases in \(T_a\). It is noted, however, if records prior to 1942 are ignored due to a potential breakpoint related to the station move, the trends in \(T_d\) are +0.9°C for winter, +0.2°C for autumn, -0.4°C for summer (decrease), and -0.2°C (decrease) for spring. The trends in RH become +5.8% for winter, +2.0% for autumn, -3.9% (decrease) for summer, and -2.8% (decrease) for spring, and the trends in \(T_a\) become -0.02°C for winter, +0.05°C for spring, +0.58°C for summer, and -0.21°C for autumn.

The top-ten and bottom-ten ranked months for average dewpoint temperatures were again tabulated and as was the case for Wellington, January 2018 in Masterton had the highest average \(T_d\) values of 16.1°C. Four of the top 10 ranked months for average \(T_d\) occurred in the 1950s. Six of the bottom ranked months occurred in the 1930s and all occurred before 1972. Extreme high summer and autumn values of \(T_d\) occurred in the 1930s where there seems to be considerable year to year variability during those seasons.

Monthly averages, minimums, and maximum of dry-bulb air temperature (\(T_a\)), wet-bulb temperature (\(T_w\)), relative humidity (RH) and dewpoint temperature (\(T_d\)) for Masterton are shown in Figure 9, Figure 10, and Figure 11. Trends in the averages correspond to the overall annual trends in these values and are +0.2°C for \(T_a\), +0.4°C \(T_w\), and +0.7°C \(T_d\) and +3.3% for RH over the 90 years. The consistency with the Seven Station Masterton series in Figure 9a is again noted and gives confidence that the trends and variations in other variables is robust. A notable period, apparent, was the late 1970s where minimum RH (Figure 10) values below 60% were not observed and average RH was above 80%. This could be due to humid summers and autumns at this time although it is noted that this signal is not present in the Wellington record, and it corresponds with a period marked by station changes at the beginning and at the end. Additionally ERA5 reanalyses

| Table 6: Change in average seasonal values in “9am” dewpoint temperature (\(T_d\)), Relative Humidity (RH), dry bulb air temperature (\(T_a\)) and wet-bulb air-temperature (\(T_w\)) for the Masterton, Wairarapa site between 1928 and 2019.
Note: Autumn and winter averages started in 1929. |   |   |   |   |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Season</td>
<td>(T_d) (°C)</td>
<td>RH (%)</td>
<td>(T_a) (°C)</td>
<td>(T_w) (°C)</td>
</tr>
<tr>
<td>Summer</td>
<td>+0.5</td>
<td>+0.2</td>
<td>+0.5</td>
<td>+0.3</td>
</tr>
<tr>
<td>Autumn</td>
<td>+0.8</td>
<td>+3.2</td>
<td>-0.1</td>
<td>+0.3</td>
</tr>
<tr>
<td>Winter</td>
<td>+1.8</td>
<td>+7.2</td>
<td>0.0</td>
<td>+0.5</td>
</tr>
<tr>
<td>Spring</td>
<td>+0.4</td>
<td>+1.7</td>
<td>-0.2</td>
<td>+0.1</td>
</tr>
</tbody>
</table>
(https://www.ecmwf.int/en/forecasts/datasets/reanalysis-datasets/era5; accessed October 2020) for the nearest grid point (green lines Figure 10 and Figure 11) indicate nothing anomalous about this period. Further, an extended period of low flow in the Ruamahanga River (as measured at the Waihenga bridge) occurred in the summer of 1978 and
periods of high humidity would likely be associated with wet periods, thus we have lower confidence in the observed relative humidity record during this period at Masterton.

The ten most extreme maximum values of 9am dewpoint temperature and the dates on which these occurred are provided in Table 7 while the values of the extreme minimums and dates are provided in Table 8. The most extreme maximum T_d value appears to have been 23.7°C, on 23 January 1958. Extreme minimum events again occurred in winter, with the record minimum of -10.3°C of 3 August 1932. All the 10 bottom ranked events occurred prior to 1945.

Figure 10: Monthly “9am” average (orange lines), minimum (blue lines), and maximum (red lines) time series (thin lines) of relative humidity (RH) for Masterton, Wairarapa for the period 1929 to 2019. The thick bold lines are running 12 month means of the average, minimum and maximum. Green lines are the ERA5 reanalysis for the nearest grid cell which has a higher mean orographic elevation so has a cold bias – hence the high humidity bias. Station moves and breakpoint lines are the vertical solid and dashed black lines respectively.

Figure 11: Monthly “9am” average (orange lines), minimum (blue lines), and maximum (red lines) time series (thin lines) of dewpoint temperature (T_d) for Masterton, Wairarapa for the period 1929 to 2019. The thick bold lines are running 12 month means of the average, minimum and maximum. Green lines are the ERA5 reanalysis for the nearest grid point.
Table 7: Dates of extreme high values (top ten) of “9am” $T_d$ (6th column) in the period 1928 to 2019 at Masterton. Also listed are the values $T_a$, $T_w$, RH and dewpoint depression (DPP = $T_a$ - $T_d$) on these dates.

<table>
<thead>
<tr>
<th>Date</th>
<th>Rank</th>
<th>$T_a$</th>
<th>$T_w$</th>
<th>RH</th>
<th>$T_d$</th>
<th>DPP</th>
</tr>
</thead>
<tbody>
<tr>
<td>23/01/1958</td>
<td>1</td>
<td>24.4</td>
<td>23.9</td>
<td>95.4</td>
<td>23.7</td>
<td>0.7</td>
</tr>
<tr>
<td>27/01/1956</td>
<td>2</td>
<td>24.0</td>
<td>22.9</td>
<td>90.7</td>
<td>22.4</td>
<td>1.6</td>
</tr>
<tr>
<td>22/01/1937</td>
<td>3</td>
<td>22.7</td>
<td>22.2</td>
<td>96.1</td>
<td>22.0</td>
<td>0.7</td>
</tr>
<tr>
<td>12/02/2018</td>
<td>3</td>
<td>23.9</td>
<td>22.6</td>
<td>89.2</td>
<td>22.0</td>
<td>1.9</td>
</tr>
<tr>
<td>17/12/1946</td>
<td>5</td>
<td>23.3</td>
<td>22.2</td>
<td>90.6</td>
<td>21.7</td>
<td>1.6</td>
</tr>
<tr>
<td>14/02/1958</td>
<td>6</td>
<td>25.6</td>
<td>22.8</td>
<td>78.3</td>
<td>21.5</td>
<td>4.1</td>
</tr>
<tr>
<td>10/03/1981</td>
<td>7</td>
<td>26.0</td>
<td>22.8</td>
<td>75.4</td>
<td>21.3</td>
<td>4.7</td>
</tr>
<tr>
<td>7/02/1943</td>
<td>8</td>
<td>21.9</td>
<td>21.1</td>
<td>95.8</td>
<td>21.1</td>
<td>0.8</td>
</tr>
<tr>
<td>4/02/1957</td>
<td>8</td>
<td>21.1</td>
<td>21.1</td>
<td>100.0</td>
<td>21.1</td>
<td>0.0</td>
</tr>
<tr>
<td>30/01/1956</td>
<td>18</td>
<td>24.6</td>
<td>22.2</td>
<td>80.8</td>
<td>21.1</td>
<td>3.5</td>
</tr>
</tbody>
</table>

Table 8: Dates of extreme low (bottom ten) values of “9am” $T_d$ (6th column) in the period 1928 to 2019 at Masterton. Also listed are the values $T_a$, $T_w$, RH and dewpoint depression (DPP = $T_a$ - $T_d$) on these dates.

<table>
<thead>
<tr>
<th>Date</th>
<th>Rank</th>
<th>$T_a$</th>
<th>$T_w$</th>
<th>RH</th>
<th>$T_d$</th>
<th>DPP</th>
</tr>
</thead>
<tbody>
<tr>
<td>22/07/1932</td>
<td>1</td>
<td>4.2</td>
<td>0.0</td>
<td>33.8</td>
<td>-10.3</td>
<td>14.5</td>
</tr>
<tr>
<td>8/08/1936</td>
<td>2</td>
<td>5.2</td>
<td>0.5</td>
<td>30.2</td>
<td>-9.6</td>
<td>14.8</td>
</tr>
<tr>
<td>24/07/1937</td>
<td>3</td>
<td>5.3</td>
<td>0.7</td>
<td>30.7</td>
<td>-9.3</td>
<td>14.6</td>
</tr>
<tr>
<td>21/07/1931</td>
<td>4</td>
<td>2.8</td>
<td>-0.6</td>
<td>43.6</td>
<td>-8.4</td>
<td>11.2</td>
</tr>
<tr>
<td>6/06/1936</td>
<td>5</td>
<td>4.2</td>
<td>0.2</td>
<td>37.1</td>
<td>-8.2</td>
<td>12.4</td>
</tr>
<tr>
<td>10/07/1937</td>
<td>6</td>
<td>4.2</td>
<td>0.2</td>
<td>37.8</td>
<td>-8.0</td>
<td>12.2</td>
</tr>
<tr>
<td>8/06/1944</td>
<td>7</td>
<td>6.1</td>
<td>1.7</td>
<td>36.0</td>
<td>-8.0</td>
<td>14.1</td>
</tr>
<tr>
<td>27/06/1930</td>
<td>8</td>
<td>1.8</td>
<td>-1.0</td>
<td>50.4</td>
<td>-7.4</td>
<td>9.2</td>
</tr>
<tr>
<td>13/06/1936</td>
<td>9</td>
<td>3.3</td>
<td>0.1</td>
<td>46.7</td>
<td>-7.0</td>
<td>10.3</td>
</tr>
<tr>
<td>31/07/1937</td>
<td>10</td>
<td>5.3</td>
<td>1.2</td>
<td>37.7</td>
<td>-7.0</td>
<td>12.3</td>
</tr>
</tbody>
</table>

Finally, we present in Figure 12 the difference between the decades 2011-2020 and 1931-1940 in psychrometric chart for Masterton which shows a generally similar warming/moistening pattern as seen for Kelburn although it is somewhat “messier” than for Kelburn and reflective of the greater number of inhomogeneities at Masterton. This is displayed to demonstrate the kind of differences that could be seen in different decades.
4. DISCUSSION

This article has presented the results of recent efforts to digitise daily wet- and dry-bulb temperature records for both Kelburn, Wellington and Masterton, Wairarapa sites back to 1929. The digitization of the Masterton and Kelburn records done here is to the author’s knowledge the first to be done for New Zealand for dewpoint and wet-bulb temperatures, and RH. A number of breakpoints and station changes were noted for Masterton, while the Kelburn record had few. Only limited adjustments for time-of-observation changes were made and only one-period of station overlap was apparent. Unfortunately, due to the lack of other nearby digitized station records application of sophisticated homogenisation algorithms such as those of Rhodes and Salinger was not possible here. We recognise this as a gap in the work presented here. We recommend that this should be part of future work once other early station humidity records are digitized and become available.

Given the issues with homogenising the data; the trend analysis done here was kept simple and should not be over-interpreted and are presented as indicative. However, comparison with the NIWA Seven Station Series revealed broad consistency for running 12-month monthly average dry-bulb temperatures. Overall, both the Kelburn and Masterton series showed approximately a 0.7°C - 0.8°C increase in dewpoint temperature ($T_d$) averaged over all seasons with the strongest trend being an increase in winter, amounting to +1.7°C over 90 years at Kelburn, and +1.8°C at Masterton for the same period. Autumn also saw increasing trends at both locations whereas summer and spring saw smaller increases.
Other points of interest were that January 2018 had the highest average $T_d$ values of any month in both the Kelburn and Wairarapa records while February 1998 was ranked third in the Kelburn record. Both 1998 and 2018 are tied for 3rd-warmest years on record for Aotearoa-New Zealand (dry bulb air temperature).

Despite the long-term upward trend, average $T_d$ values for February 1938 and February 1935 were ranked second- and tenth-highest respectively in the Kelburn record. February 1935 is also ranked eighth-highest in the Wairarapa record.

Extreme high summer and autumn values of $T_d$ occurred in the 1930s where there was considerable year to year variability.

Of the ten months with lowest average $T_d$ values, seven occurred in the 1930s and 1940s for Wellington. At Masterton, six were in the 1930s and all ten had occurred by 1972.

Generally, there has been a trend to a warming and moistening for both stations examined and this is consistent with expectations, and other observed records and analyses of dry-bulb temperatures as with NIWA's Seven Station Series and with expectations around climate change such as an increased in days per year with higher temperatures and higher mixing ratios.

Finally, this effort was initially commissioned by the Greater Wellington Regional Council who were seeking to better understand climate trends in the Wellington and Wairarapa regions. It is recommended that the digitization efforts and long-term reconstruction analysis be extended to many more stations throughout Aotearoa New Zealand and include at a minimum all the stations that are part of NIWA's seven and/or eleven station long-term series and also those nearby stations used for the analysis of Mullan (2012) where the Rhoades and Salinger method was applied.
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ABSTRACT

The New Zealand Reanalysis (NZRA) is the first high-resolution convection-permitting atmospheric regional reanalysis model over Aotearoa New Zealand (NZ). NZRA has a spatial horizontal grid spacing of 1.5km and is forced using data from the Bureau of Meteorology Atmospheric high-resolution Regional Reanalysis for Australia (BARRA-R) with approximately 12km horizontal grid spacing. This paper outlines the development of NZRA, including the numerical weather forecast model and driving model. In addition, the performance of NZRA is compared against BARRA-R and global reanalysis products (ERA-Interim and ERA5) and validated against observational data collected during June-July 2014 as part of the Deep Propagating Gravity Wave Experiment (DEEPWAVE) field campaign. The results demonstrate that dynamically downscaling BARRA-R to NZRA considerably enhances the wind and temperature predictions, particularly capturing well the diurnal temperature cycle, wind speeds above 95th percentile, and gust wind speeds over the high elevation regions of NZ. In addition, NZRA provides better estimates of total precipitation over the North Island, Canterbury region, West Coast and the southern part of the South Island compared to the Virtual Climate Station Network (VCSN) gridded observation-based product, other reanalyses and NIWA’s operational convective-scale forecast model, NZCSM, as was run in 2014.

1. INTRODUCTION

Atmospheric reanalyses provide physically coherent and long-term spatially complete records of various climate variables (Su et al., 2019; Minola et al., 2020) and are today among the most used datasets in climatological and geophysical research, due to the fact that they are able to generate consistent series of various climate variables (Dee et al., 2011). The key benefit is from being able to re-forecast historical periods using modern forecast models and data assimilation techniques, such as four-dimensional variational data assimilation (4D-Var) (Bannister, 2017), that make better use of observation data from various sources.

Although global-scale reanalyses have advanced significantly in quality and provide physically coherent and long-term spatially complete information for the whole globe, their spatial and temporal resolutions are still relatively coarse and it has been demonstrated that, with spatial resolutions typically greater than 30-50km, they may not be able to capture small-scale meteorological process and other sub-grid phenomena, particularly over complex terrain (Mesinger et al., 2006; Yoshimura and Kanamitsu, 2008; Su et al., 2019). The coarse resolution of global reanalyses has also implications on quality and impactfulness of subsequent studies, such as the hydrological response to climate change scenarios (Miller et al., 2003), wind speed over complex terrain (Minola et al., 2020), the impact of climate change on agriculture (Fuhrer et al., 2006), energy (Zhang et al., 2018; Frank et al., 2020), extreme winds (Steinheuer and Friederichs, 2020; Taszarek et al., 2020), and rainfall (Gleixner et al., 2020; Hu and Franzke, 2020).

Tetzner et al. (2019) conducted a regional evaluation of meteorological parameters in the southern Antarctic Peninsula and Ellsworth Land using two global reanalyses, namely ERA5 (Hersbach et al., 2020) and its predecessor ERA-Interim (Dee et al., 2011), from the European...
That BARRA-R outperforms its driving model, ERA-Interim over Australia. It was demonstrated in predicting spatio-temporal characteristics of Regional Reanalysis for Australia (BARRA-R) (Su et al., 2019) in predicting spatio-temporal characteristics of numerical weather prediction (NWP) models and data assimilation systems (Frank et al., 2020; Lu et al., 2021). This is achieved by nesting a high-resolution NWP model within a global reanalysis (e.g., ERA5). Due to their higher spatial and temporal resolutions, these regional models can resolve small-scale forcing events, such as convection (Frank et al., 2020; Su et al., 2021), and represent extremes of variables more accurately (Komurcu et al., 2018; Steinheuer and Friederichs, 2020).

Comparison between 2 and 6km regional reanalyses against the ~80km resolution ERA-Interim, Steinke (2019) demonstrated that instantaneous, daily and monthly integrated water vapour are significantly better represented in the regional reanalyses. Due to their higher spatial and temporal resolutions, regional reanalyses can more accurately capture the timing, intensity, and spatial extent of climate and environmental variables (Leeper et al., 2017; Lu et al., 2019). For example, better representation of wind gust speeds in higher resolution regional reanalyses enabled Steinheuer and Friederichs (2020) to estimate the wind gust speeds at different vertical heights using 10-m gust wind outputs and other climate variables. The Indian Monsoon Data Assimilation and Analysis (IMDAAA) dataset, a high-resolution reanalysis with 12km horizontal resolution, has been shown to outperform ERA-Interim over India (Ashrit et al., 2020). Acharya et al (2019) evaluated the performance of the Bureau of Meteorology Atmospheric high-resolution Regional Reanalysis for Australia (BARRA-R) (Su et al., 2019) in predicting spatio-temporal characteristics of precipitation fields across Australia. It was demonstrated that BARRA-R outperforms its driving model, ERA-Interim, and better represents the distribution of wet days and transition probabilities.

Frank et al. (2020) demonstrated that the recently developed convective-scale regional reanalysis system for Central Europe (COSMO-REA2) with a spatial horizontal resolution of 2km provides considerable improvement in predictions of wind field and precipitation on different time scales compared with coarser gridded global reanalyses. Having compared the performances of four global and three regional reanalyses in representing near-surface temperature and precipitation, Keller and Wahl (2021) showed that although regional reanalyses add value over global reanalyses, particularly for precipitation, the performance of reanalysis models varies considerably not only between the models, but also between variables and locations. Thus, the use of reanalyses strongly depends on the specific application and region. Safaei Pirooz et al. (2022) compared the performance of three global reanalyses and BARRA-R over New Zealand and concluded that BARRA-R generally outperforms the other reanalyses.

It is evident that high-resolution regional reanalyses significantly enhance the prediction of climate variables and their spatio-temporal variability. Gaining a better understanding of the past climate and the mechanisms leading to extremes and general climatology is essential for many environmental, engineering, and meteorological studies as well as for improving climate projection model estimates. Currently, the highest resolution regional reanalysis available for New Zealand is the BARRA-R model (Su et al., 2019), which utilises the UK Met Office Unified Model (UM) with a horizontal resolution of 12km and uses ERA-Interim as the driving model. Su et al. (2021) downscaled BARRA-R reanalysis to 1.5km horizontal resolution, called BARRA-C, over four major Australian cities. It was demonstrated that BARRA-C provides additional skill over BARRA-R, with wind and temperature performance, particularly over complex and coastal regions, enhanced compared with the 12km BARRA-R model. Improvements were also observed in BARRA-C predictions of the timing and intensity of precipitation during convective events as well as in the spatial distribution of sub-daily rainfall totals.

In this study, we describe the development of the New Zealand Reanalysis (NZRA) whereby BARRA-R is dynamically downscaled to a 1.5km horizontal grid spacing over New Zealand. NZRA uses the UM and after completion will cover the 1990-2018 period. The aim of our research is to demonstrate the added value of the NZRA over its
driving model (BARRA-R) and global reanalyses (ERA5 and ERA-Interim). The paper is structured as follows. In Section 2, we outline the NZRA setup and configuration as well as the other datasets used in the paper. The evaluation of NZRA over a trial period of June-July 2014 against point-based observations and an observation-based interpolated gridded dataset is presented in Section 3, focusing on precipitation, air temperature, mean and gust wind speeds. Lastly, Section 4 summarises our findings and discusses the added skills of NZRA over other reanalyses.

2. METHODOLOGY AND DATA

2.1 NZRA

The first high-resolution convection-permitting regional reanalysis model for New Zealand, the New Zealand Reanalysis (NZRA), has been developed at the National Institute for Water and Atmospheric Research (NIWA) and is based on the UK Met Office Unified Model (UM) (Davies et al., 2005). The UM is a non-hydrostatic, fully compressible, deep-atmosphere model whose dynamical core, ENDGame (Even Newer Dynamics for General atmospheric modelling of the environment), solves the equations of motion using mass-conservation, semi-implicit, semi-Lagrangian, time-integration methods (Wood et al., 2014). A comprehensive description of parameterisations and physics schemes included in UM can be found in Bush et al (2020).

The NZRA domain (Figure 1a) is the same as NIWA’s operational convective-scale forecast model. The NZRA model has a horizontal grid spacing of 0.0135° × 0.0135° (approximately 1.5km) on a rotated pole coordinate system, comprising 1350 × 1200 grid points in the north-south (meridional) and west-east (zonal) directions respectively. The NZRA domain has 70 vertical levels extending from near the surface to 40km above sea level. Near the surface, vertical levels follow the modelled orography and then relax to a uniform radial height above about 18km (62 model levels). The model is run with an integration timestep of 60s. Figure 1b depicts the NZRA’s model orography as well as the location of the point observations used in this study at Hokitika.

The development of NZRA is similar to NIWA’s operational New Zealand Convective-Scale Model (NZCSM) but features some differences in the science configuration, driving model and forecast length. NZRA uses the same ancillary input data as NZCSM, including orography, land-sea mask, canopy heights and other land cover data. The model uses an underlying orography created at the model resolution of 1.5km from the 1 km horizontal resolution Global Land One-km Base Elevation (GLOBE) dataset (GLOBE Task Team, 1999). Land cover data are based on the Climate Change Initiative (CCI) (Hartley et al., 2017).

NZRA is a downscale-only system that takes its initial and lateral boundary conditions from BARRA-R (Su et al.,

Figure 1: (a) BARRA-R 12km reanalysis (blue) and NZRA/NZCSM (black) domains. (b) NZRA model orography and the location of point observations used in this paper.
The NZRA model is re-initialised every six hours on the synoptic hours, 00:00, 06:00, 12:00 and 18:00 UTC. Lateral boundary conditions have a 30-minute temporal resolution. This setup allows for the development of larger-scale features within NZRA. Similar to BARRA-C (Su et al., 2021), each hindcast in NZRA is a nine-hour simulation, however, the first three hours are discarded due to model spin-up and only the last six hours saved. During the spin-up period the interior of the higher resolution model domain is establishing the finer atmospheric motions that may only partially be present in the coarser resolution initial conditions and we choose to ignore this period to ensure the continuous NZRA dataset is minimally impacted by this adjustment process.

The science configuration used in NZRA is the midlatitude version of the second Regional Atmosphere and Land configuration (RAL2–M) (Bush et al., 2020). Unlike its driving model BARRA-R, NZRA does not use a convection parametrisation scheme. Therefore, NZRA relies on the model dynamics to represent convective motion. As outlined in Su et al (2021), although at 1.5km resolution convection and other small-scale processes are not fully resolved, it is known that removal of the cumulus parametrisation provides more realistic behaviour (Clark et al., 2016) and an overrepresentation of low rainfall rates can be improved via the introduction of the Leonard term into the UM's sub-grid mixing scheme as described in Hanley et al (2019) and implemented in the RAL2-M science configuration used by NZRA.

### 2.2. Other Reanalysis and Point-Observation Data

For point-based assessment, observation data collected at Hokitika, New Zealand, during June-July 2014 as part of the Deep Propagating Gravity Wave Experiment (DEEPWAVE) campaign over New Zealand (Fritts et al., 2016) were used. Considering that data from most meteorological stations across New Zealand have been incorporated into the BARRA-R’s data assimilation system, the DEEPWAVE data provides a set of independent observations that can be used for this preliminary assessment of the NZRA.

DEEPWAVE studied the dynamics of gravity waves (GWs) from the surface of the Earth to the mesosphere and lower thermosphere. The project examined how tropospheric winds and storms modulate the generation of GWs. The project also examined how GWs propagate across the tropopause into the stratosphere including the polar night jet and tidal winds that influence GW propagation and breakdown in the middle atmosphere. The data collected during this period have been used for various scientific objectives, including investigation of orographically induced GW (Witschas et al., 2017), GW propagation (Ehard et al., 2016; Fritts et al., 2016), and moist biases in various configuration of the UM (Yang et al., 2017).

Here, high-temporal resolution (30-sec) point-based observation data of rain rate, surface temperature and wind speed are used to evaluate the NZRA performance for this trial period. The observed temporal resolution was down-sampled to match the reanalysis outputs, e.g., 30-min instantaneous winds and temperature and 30-min accumulated rainfall.

In addition to these observation data, two global reanalyses, ERA-Interim and ERA5, one regional reanalysis, BARRA-R, and one operational forecast model, NZCSM, were also compared against NZRA. Table 1 summarises the

<table>
<thead>
<tr>
<th>Name</th>
<th>Reference</th>
<th>Spatial Resolution</th>
<th>Temporal Resolution</th>
<th>Model Cycle</th>
</tr>
</thead>
<tbody>
<tr>
<td>ERA-Interim</td>
<td>Dee et al. (2011)</td>
<td>80km</td>
<td>3-hourly</td>
<td>Cy31r2 (2006)</td>
</tr>
<tr>
<td>ERA5</td>
<td>Hersbach et al. (2020)</td>
<td>31km</td>
<td>Hourly</td>
<td>Cy41r2 (2016)</td>
</tr>
<tr>
<td>BARRA-R</td>
<td>Su et al. (2019)</td>
<td>12km</td>
<td>Hourly</td>
<td>UM 10.2</td>
</tr>
<tr>
<td>NZCSM (as run in 2014)</td>
<td>Carey-Smith and Andrews (2016) Turner and Moore (2017)</td>
<td>1.5km</td>
<td>30 mins</td>
<td>UM 8.4</td>
</tr>
<tr>
<td>NZRA</td>
<td>Current paper</td>
<td>1.5km</td>
<td>30 mins</td>
<td>UM 11.4</td>
</tr>
</tbody>
</table>

Table 1: Global- and regional-scale reanalysis datasets used in this study.
main specifications of the NWP models used in this study. It should be noted that for the verification period used in this study (June-July 2014), an older version of UM employing the New Dynamics dynamical core, was in use by the NZCSM. The ENDGame dynamical core used in current versions of the UM was introduced in the NZCSM in 2017. Therefore, the results of NZCSM in this study should not be interpreted as the current performance of NZCSM.

To spatially compare precipitation, a gridded precipitation dataset based on interpolated observation data, called the Augmented Virtual Climate Station Network (VCSN), is used. The Augmented VCSN, which contains daily precipitation data at 5km grid resolution, incorporates considerably more rain observations (around 1200) compared to the original version of the VCSN (Tait and Turner, 2005; Tait et al., 2006; Tait et al., 2012).

3. RESULTS AND DISCUSSION

3.1 Point-Based Observation at Hokitika

3.1.1 Wind speed

Figure 2 shows percentile (or Q-Q) plots comparing the reanalyses and observation 10m wind speed deviations from mean values. The percentile plots provide an indication of how the reanalysis resolves the extremes. In addition, differences between observed and reanalysed wind speed at several percentiles are tabulated in Table 2. As illustrated in Figure 2 and Table 2, NZRA more closely matches the observed wind speed even at higher percentile thresholds in comparison to other reanalysis products. In particular, the NZRA wind speed is closer to that of the observations above the 90th percentile and up to the 99.5th percentile, while the other reanalyses, particularly ERA-Interim and ERA5, strongly underestimate the wind speed. In addition, NZRA outperforms and adds significant value over its driving model, BARRA-R, in estimating strong winds. The underestimation of strong winds in reanalyses could be attributed to many potential reasons, such as the model’s representation of orography, land cover data including vegetation types and roughness, poor modelling of wind speeds in unstable conditions, and gust parameterisation as elaborated on in (Rose and Apt, 2016; Su et al., 2019; Minola et al., 2020).

Correlation ($R^2$) values and slope (S) of the best fit line between reanalyses and observations for 10m wind speed are illustrated in Figure 3. Overall, NZRA has higher $R^2$ and S values against observations than the other datasets. Figure 4 compares the timeseries of wind speed from the

<table>
<thead>
<tr>
<th>Percentiles &gt;</th>
<th>1</th>
<th>90</th>
<th>95</th>
<th>99</th>
<th>99.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>NZRA</td>
<td>0.458</td>
<td>0.348</td>
<td>0.240</td>
<td>0.732</td>
<td>-1.694</td>
</tr>
<tr>
<td>NZCSM</td>
<td>0.423</td>
<td>-0.423</td>
<td>-0.784</td>
<td>-1.707</td>
<td>-4.432</td>
</tr>
<tr>
<td>BARRA-R</td>
<td>0.362</td>
<td>-0.388</td>
<td>-0.004</td>
<td>-0.772</td>
<td>-3.798</td>
</tr>
<tr>
<td>ERA5</td>
<td>0.597</td>
<td>-0.518</td>
<td>-1.193</td>
<td>-2.922</td>
<td>-5.152</td>
</tr>
<tr>
<td>ERA-int</td>
<td>0.337</td>
<td>-0.297</td>
<td>-0.694</td>
<td>-1.944</td>
<td>-4.588</td>
</tr>
</tbody>
</table>

Table 2: Difference (m s$^{-1}$) between observed and reanalyses wind speeds at various percentiles.
NZRA predicts peak wind speeds and sudden increases/decreases in wind speed magnitudes more accurately compared to the other products.

3.1.2. Surface temperature

Similar to Figure 2, Figure 5 depicts percentile (or Q-Q) plots of 2m surface temperature from the reanalyses and observations and Table 3 shows the differences between these values at various percentiles. The NZCSM (as was run in 2014) and ERA5 overestimate and underestimate surface temperature in regimes below the 25th percentile and above the 50th percentile respectively. Although ERA-Interim also overestimates the low percentile temperatures, it provides better estimates of high percentile temperatures.
than that of ERA5 and NZCSM. NZRA and BARRA-R temperature show the best agreement with the observations for all percentiles, with NZRA marginally outperforming BARRA-R when compared across all percentiles. NZRA does tend to overestimate surface temperatures at the higher percentile range, while other datasets underestimate.

The average differences between the reanalysis datasets and the observed surface temperature, presented as a diurnal cycle during June-July 2014 are shown in Figure 6. ERA-Interim demonstrates a significant cold bias, considerably underestimating the temperature at all hours. Unlike other products, NZCSM shows a warm bias of about +1°C between 06:00 to 21:00 UTC. NZRA, BARRA-R and ERA5 have a similar bias and all depict a cold bias at all hours. NZRA does however have a smaller bias from 06:00 to 14:00 UTC compared to BARRA-R.

Figure 7 compares the timeseries of surface temperature from the reanalyses and point observations at the Hokitika location. NZRA performs considerably better than the ERA datasets and NZCSM, and marginally better than

![Figure 6: Hokitika diurnal surface temperature average difference between the reanalyses and observations.](image)

![Table 3: Difference between observed and reanalysed surface temperature at various percentiles.](image)

<table>
<thead>
<tr>
<th>Percentiles &gt;</th>
<th>1</th>
<th>90</th>
<th>95</th>
<th>99</th>
<th>99.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>NZRA</td>
<td>−0.037</td>
<td>0.160</td>
<td>0.356</td>
<td>0.236</td>
<td>0.005</td>
</tr>
<tr>
<td>NZCSM</td>
<td>2.931</td>
<td>−1.106</td>
<td>−1.129</td>
<td>−1.264</td>
<td>−1.620</td>
</tr>
<tr>
<td>BARRA-R</td>
<td>0.577</td>
<td>−0.320</td>
<td>−0.154</td>
<td>−0.212</td>
<td>−0.411</td>
</tr>
<tr>
<td>ERA5</td>
<td>1.574</td>
<td>−0.929</td>
<td>−0.925</td>
<td>−0.727</td>
<td>−0.734</td>
</tr>
<tr>
<td>ERA-int</td>
<td>1.929</td>
<td>−0.247</td>
<td>0.086</td>
<td>−0.063</td>
<td>−0.481</td>
</tr>
</tbody>
</table>
BARRA-R in capturing high and low temperatures as well as daily cycles (see 2014-07-15 to 2014-07-31 UTC). Linear relationships along with correlation values ($R^2$) and slopes ($S$) of the best fit line between reanalyses and observations are illustrated in Figure 8. Overall, NZRA has higher $R^2$ and $S$ values against observations than the other datasets.

To further investigate the performance of the reanalyses’ predictions of extreme temperatures, Table 4 summarises the statistical scores, including Pearson’s correlation, root-mean squared error (RMSE), bias and mean absolute error (MAE), for daily minimum and maximum surface temperature against the point observations.

Table 4 indicates that for daily maximum surface temperature, NZRA has the best scores among all the considered reanalyses, except for the correlation value where NZCSM and ERA5 have slightly higher values than NZRA. NZRA has the smallest MAE in daily minimum temperature. However, ERA5 shows smaller bias and
3.1.3. Precipitation

Safaei Pirooz et al. (2022) demonstrated that ERA5 and ERA-Interim perform poorly in their predictions of precipitation compared with higher resolution products such as BARRA-R, particularly over the mountainous regions and west coast of the South Island. Therefore, in this section, only the precipitation estimates of NZCSM, NZRA and BARRA-R are compared against observations. Instantaneous rainfall rates at 30 minute intervals as simulated by NZRA and NZCSM and measured at Hokitika during June-July 2014 are compared in Figure 9a. NZRA appears to capture a larger proportion of the higher rainfall rates more accurately than NZCSM does, although errors in timing and intensity do remain. For closer inspection, the daily accumulated rainfall amounts from NZRA, NZCSM and also BARRA-R are shown in Figure 9b and compared with observed values. It appears that all three products provide reasonably accurate estimates of daily precipitation amount on the daily timescale, though all datasets both under- and over-predict the daily amounts, sometimes considerably so, over the course of the DEEPWAVE campaign period. The statistical scores comparing observations with the NZRA, NZCSM and BARRA-R datasets for daily precipitation are shown in Table 5. The scores from all the considered models are relatively similar, however NZRA whilst having the lowest MAE (good) does exhibit the worst correlation, RMSE and bias values.

Figure 10 depicts the percentile comparison plot of RMSE and higher correlation values. BARRA-R, although performing worse than NZRA generally, has slightly smaller bias value compared with NZRA for daily minimum temperature.

3.2. Spatial comparison

This section presents an evaluation of spatial variability
Table 5: Statistical scores for daily accumulated precipitation between observation and reanalyses.

<table>
<thead>
<tr>
<th></th>
<th>Corr.</th>
<th>RMSE</th>
<th>Bias</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>NZRA</td>
<td>0.849</td>
<td>9.012</td>
<td>-2.584</td>
<td>3.910</td>
</tr>
<tr>
<td>NZCSM</td>
<td>0.850</td>
<td>7.753</td>
<td>-0.190</td>
<td>4.348</td>
</tr>
<tr>
<td>BARRA-R</td>
<td>0.862</td>
<td>7.787</td>
<td>-1.892</td>
<td>4.078</td>
</tr>
</tbody>
</table>

%bias = 100 × \( \frac{\text{mean}(d_m) - \text{mean}(d_0)}{\text{mean}(d_0)} \)

**Equation 1:** Where \( d_m \) and \( d_0 \) are the daily accumulated precipitations from the reanalyses and VCSN, respectively.

In addition, MAE values of total precipitation during 30/05/2014 – 01/08/2014 averaged over the North and South Islands are summarised in Table 6. It is evident that NZRA shows smaller MAE over both islands compared with NZCSM and its driving model BARRA-R.

Due to the orographic induced rainfall over the Southern Alps, there is generally much more rainfall over the western side of the South Island than over other areas in precipitation and frequency of high gust and mean wind speeds in the NZRA, NZCSM, BARRA-R and ERA datasets. Concentrating only on the non-ERA datasets first, the biases in the accumulated daily precipitation of the regional reanalyses are calculated using Eq. 1 with respect to the Augmented VCSN values for June-July 2014.
of the country. One of the known issues of BARRA-R is that it overestimates precipitation over regions with high elevations (Su et al., 2019), as can also be seen along the west coast of the South Island in Figure 11b. In comparison, the NZRA shows smaller wet bias in precipitation in high-elevation regions compared with BARRA-R and NZCSM. Additionally, across the North Island (Figure 11a), NZRA also exhibits smaller biases, particularly over the west coast and southeast part of the North Island. NZCSM has a predominately wet bias over much of the North Island, with NZRA following BARRA-R in terms of spatial distribution of wet and dry biases over the North Island, but the magnitude of the bias is often smaller (Figure 11a). and BARRA-R have wet and dry biases over the most part of the island. A notable exception being over the Auckland region.

Positive and negative biases during light and strong wind events are another identified issue in BARRA-R (Su et al., 2019) and other reanalyses (Minola et al., 2020). Safaei Pirooz et al. (2022) also showed that BARRA-R, unlike ERA5, does not capture the high gust wind speeds over the more southern mountains of the South Island. Figure 12 compares the frequency of gust wind speeds exceeding 25ms\(^{-1}\) in all the datasets considered in this study.

Similar to the analysis in Safaei Pirooz et al. (2022), Figure 12 depicts that BARRA-R is unable to simulate strong wind speeds over the Southern Alps and other high peaks such as Mount Taranaki, and consequently shows lower occurrence of these events. All of the datasets show signs of similar high gust wind speed regions offshore, but NZRA and NZCSM deviate significantly over land from BARRA-R, ERA5 and ERA-Interim, particularly over high elevation regions, due to their higher spatial resolution being better able to resolve NZ’s mountainous terrain. NZRA exhibits a higher frequency of strong winds compared to NZCSM over a larger area of mountainous terrain, particularly the central and southern most peaks of the South Island and Taranaki, Ruahine and Central Plateau regions of the North Island. The other reanalyses, BARRA-R, ERA5 and ERA-Interim, significantly underestimate strong winds and their frequency over land.

Similar performances can be seen in the frequency of relatively strong surface mean wind speeds in Figure 13. Here, frequency of surface mean wind speeds greater than 5ms\(^{-1}\) over New Zealand are plotted. More so than in Figure 12, a stark north-south split is exhibited in the BARRA-R, ERA5 and ERA-Interim datasets, all three indicating very little occurrence of >5ms\(^{-1}\) mean wind speeds over the South Island compared to NZRA and NZCSM. Comparing against VCSN data, Safaei Pirooz et al. (2022) showed previously that BARRA-R, ERA5 and ERA-Interim have large negative biases in mean surface wind speed over the South Island generally, so the higher frequency of >5ms\(^{-1}\) mean wind speeds over the South Island in NZRA represents a clear improvement over the other reanalysis datasets.
4. CONCLUSION

This paper describes the development of the first high-resolution convective-permitting regional reanalysis model for New Zealand, called New Zealand Reanalysis (NZRA). NZRA, with a spatial horizontal grid spacing of 1.5km and 30 minute temporal resolution, is based on the UK Met Office Unified Model and is dynamically downscaled from the recently developed Bureau of Meteorology Atmospheric high-resolution Regional Reanalysis for Australia (BARRA-R) with approximately 12km horizontal resolution. BARRA-R provides both the initial and lateral boundary conditions to NZRA.

NZRA performance against independent observation data collected for the DEEPWAVE period (June – July 2014), has been evaluated to demonstrate its skill compared to existing global and regional reanalyses that cover New Zealand. It is shown that NZRA provides significantly better estimates of surface temperature for all percentiles and temperature ranges. In addition, NZRA surface wind speeds are closer to observations, particularly above the 90th percentile, compared with the other datasets. The biases in NZRA accumulated daily precipitation are generally smaller than NZCSM and BARRA-R over most of the North Island, and across the Canterbury region, West Coast and southern parts of the South Island. Standout areas where
Figure 12: Frequency (ranging 0 to 1) of gust wind speeds greater than 25 ms\(^{-1}\) over New Zealand for the period June – July 2014 from the different reanalyses and NZCSM. The native temporal resolution of each product (see Table 1) has been used in the calculation of frequencies.

Figure 13: Frequency of surface mean wind speeds greater than 5 ms\(^{-1}\) over New Zealand for the period June–July 2014 from the different reanalyses and NZCSM. The native temporal resolution of each product (see Table 1) has been used in the calculation of frequencies.
NZRA has larger biases than BARRA-R in particular are over the Auckland region (wetter) and southeastern parts of Fiordland (wetter). In addition, it appears that, for the trial period, NZRA provides an acceptable estimate of timing and intensity of rainfall rates. NZRA also outperforms its driving model in predicting strong winds over high elevation regions. Considering that the validation period was relatively short, a more comprehensive evaluation of NZRA will be conducted in future.

One of the limitations of the NZRA setup is the relatively short forecast length (9 hours) and short spin-up period (3 hours). The latter could lead to the model spin-up artefacts to still be present, especially convective clouds and rainfall as also elaborated by (Su et al., 2021). Nevertheless, NZRA outperforms its driving model and other global reanalyses in predicting precipitation, temperature and wind speed, particularly over mountainous and coastal regions.

NZRA will provide a deeper understanding of past climatology and extreme weather at local scales, particularly in places where long-term observations are not available. This knowledge can potentially contribute to several disciplines, including engineering design projects, meteorological and climatological studies, enhancing climate projection models, environmental studies, and risk and hazard assessments. Production runs of NZRA are currently underway at NIWA and will cover the 1990–2018 period.
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Atmospheric science is short on book-length biographies of its heroes compared to other fields in the physical sciences. As such, Jonathan Martin’s recent biography of renowned British meteorologist Reginald Sutcliffe is a welcome addition to the literature. Martin’s study examines Sutcliffe’s best-known intellectual contributions – his theory of development and his introduction of isobaric coordinates – as well as his activity with the British Meteorological Office, World Meteorological Organization, and the University of Reading. The author makes the case that Sutcliffe’s contributions to meteorological theory constituted a revolutionary advance in the field.

Martin is a Professor in the Department of Atmospheric and Oceanic Sciences at the University of Wisconsin-Madison and is the author of the popular textbook *Mid-Latitude Atmospheric Dynamics*. Martin first acquired a taste for history of science as a graduate student at the University of Washington during the 1980s. Thirty years or so later, this interest has apparently only deepened as Martin decided to dedicate his first sabbatical to the task of completing a biography of Sutcliffe. The outcome of five years of investigation, the author’s study draws on extensive primary and secondary sources, including detailed information obtained from Sutcliffe’s relatives.

Reginald Sutcliffe was born in 1904 in Wrexham, Wales, but grew up in Cleckheaton, Yorkshire, England. His father, Ormerod, was a grocery store manager at the Cleckheaton Cooperative. Ormerod was an autodidact with wide intellectual interests. He was also a socialist, a supporter of the Labour Party, and was involved with the local Workers’ Educational Association (WEA). Ormerod took evening classes in biology at the Cleckheaton Technical School, and later in life he was asked to serve as an instructor at the WEA. Naturally, Reginald’s parents valued education and encouraged academic achievement amongst Reginald and his brothers.
Sutcliffe won a County Minor Scholarship to Whitcliffe Mount School where he completed his secondary education. A talented student in mathematics and physics, he won a County Major Scholarship to the University of Leeds, where he gained a BSc with first class honours in mathematics in 1925. Impressed by his performance, the university encouraged Sutcliffe to pursue a PhD. He won the Alfred Law Scholarship, which funded his PhD studies in mathematics under the supervision of William Berwick. Upon graduating in 1927 he discovered that there were limited employment opportunities for mathematicians besides academia. However, he was advised that the British Meteorological Office sometimes employed mathematicians graduates; his application there was successful and he began his meteorological career in 1927.

Sutcliffe trained as a forecaster – a “training” he described as learning through osmosis – and spent many years working at stations around Europe. A significant event in Sutcliffe’s development as a meteorologist occurred in late 1928 when he arrived at his new post in Malta to be greeted by Tor Bergeron, a leading figure in the innovative Bergen School of Meteorology, who was attached to the office at the invitation of the British government. Bergeron was to spend a period of six months studying Mediterranean weather using the methods of frontal and air mass analysis that the Bergen School had pioneered. Sutcliffe keenly observed Bergeron’s careful, systematic synoptic analysis featuring fronts, isobars, isallobars, and shaded air masses. Sutcliffe recalled this experience as “a revelation after the slapdash drawing of isobars which was all that was generally attempted in UK offices at the time” (p. 50). The lessons he drew from these interactions stood him in good stead for years to come: Sutcliffe later commented that he always “tried to employ the same thorough methods and always felt one step ahead of anything being done in the UK for the next 15 years” (p. 50). However, this fortuitous time with Bergeron had another long-lasting impact on Sutcliffe’s career: his engagement with the Norwegian Cyclone Model (NCM) – a central feature of the Bergen School’s scientific framework. Though initially an enthusiastic student of the NCM, Sutcliffe eventually came to the conclusion that it was theoretically deficient; this realisation pushed him to develop a dynamical theory of his own.

During this period, Sutcliffe carried out research in his spare time, some of which resulted in impactful publications. Although Sutcliffe acknowledged the success of the NCM as a description of the life cycle of extratropical cyclones and its utility in forecasting, by the late 1930s he had concluded that it failed to give a satisfactory theoretical account of the process of development. For Sutcliffe, any theory of development needed to explain how the atmosphere produces situations where there is an excess of upper-level divergence over low-level convergence, resulting in net removal of air from a column and decreasing surface pressure.

In two ground-breaking papers, Sutcliffe (1938; 1939a) combined mathematical rigour and sound physical reasoning to derive equations which expressed a dynamical theory of development. The key step in Sutcliffe’s reasoning was his recognition that surface pressure changes happened due to the vertical distribution of divergence/convergence of the ageostrophic wind. When he assumed a constant Coriolis parameter, Sutcliffe showed that the contribution of the geostrophic wind to the overall divergence of the wind field is eliminated, leaving only the contribution from the ageostrophic wind. Because the acceleration is always 90 degrees to the left of the ageostrophic wind, the problem then became mapping the field of acceleration. Though clearly a capable theoretician, Sutcliffe was at heart a forecaster: another important feature of these works was Sutcliffe’s articulation of a graphical method that would allow forecasters to utilise the physical insight obtained from his equations in the practical interpretation of operational analyses.

In 1939 he published Meteorology for Aviators, which was read widely by Royal Air Force (RAF) pilots during the Second World War. In the early phase of the war, Sutcliffe was mobilised into the RAF at the rank of Squadron Leader and was sent to France with the British Expeditionary Force to forecast for flying operations over the continent. As France fell under Nazi control, Sutcliffe was evacuated back to England. Later he was posted to Bomber Command to organise forecasting for raids over Europe. His participation in the bombing raids over Germany, albeit at a distance, left

2 Doolin (2020) examines the story of the emergence of Bergen School ideas in the Southern Hemisphere during the 1930s under the supervision of Edward Kidson, Director of the Meteorological Service of New Zealand. Norwegian meteorologist Jørgen Holmboe spent much of 1934 in New Zealand, providing Kidson with the kind of fruitful interactions Sutcliffe enjoyed with Bergeron in Malta. In fact, Bergeron was scheduled to come to New Zealand in 1938 for six months but had to cancel at the last minute due to a bout of ill health.

3 Interestingly, in the first of these two papers Sutcliffe deployed the term “quasi-geostrophic.” In fact, this was the second time the term had been used; it appeared for the first time in an English-language publication in a paper Sutcliffe co-authored with Charles Durst (Durst & Sutcliffe 1938).
him with lifelong nightmares. After being appointed chief meteorologist of the Allied Expeditionary Air Force in late March 1944 Sutcliffe was involved in the historic forecasting effort for the Normandy landings on 6 June.

Despite the at-times extreme workload pressures of wartime forecasting, Sutcliffe somehow found the energy for more research. A notable innovation Sutcliffe introduced during the war years, in collaboration with the Belgian polymath Odon Godart, was the adoption of pressure instead of geometric height as the vertical coordinate. In two important memos, they showed how the use of isobaric coordinates simplified the equations for the geostrophic and thermal winds, and the continuity equation (Sutcliffe 1943; Sutcliffe & Godart 1943). For example, the use of isobaric coordinates for the geostrophic wind equation removed the dependency on density, meaning that a single geostrophic wind scale could be used at all levels. Sutcliffe and Godart also demonstrated a method for constructing upper-air charts using surface pressure analyses and upper-air temperatures, and for prognosing the evolution of upper-air charts by calculating the column-average geostrophic temperature advection.

After Germany’s defeat, Sutcliffe was engaged in reorganising the German meteorological service. Upon his return to England, he resumed his work at the Meteorological Office. He quickly set to work finessing his ideas about development, leading to his famous “development theorem” (Sutcliffe 1947). In this paper he showed that the difference in divergence between the top and bottom of a column is related to the advection of the combined surface and upper-level vorticity by the thermal wind. The mathematical elegance of this result was matched by its immediate applicability in operational forecasting. In Martin's view, Sutcliffe’s development theorem “represented a revolution in synoptic-dynamic meteorology” in which Sutcliffe had “achieved what no one before him had – he had placed understanding of the progression and development of midlatitude weather systems on an unshakably solid scientific foundation” (pp. 157-158).

Sutcliffe eventually became Director of Research at the Meteorological Office and guided many projects to fruition, most notably the British effort in numerical weather prediction (NWP). Martin argues that the influence of Sutcliffe’s development theorem on British meteorology was a factor in the different paths taken by British and American NWP efforts from around 1948. Sutcliffe’s work biased British efforts towards baroclinic models from the start, whereas Jule Charney’s group in the United States were initially focused on barotropic models. On this aspect, Martin is anxious to dispel the reputation Sutcliffe has apparently acquired of being an NWP sceptic. Sutcliffe’s attitude towards NWP had several facets. Firstly, he felt that though NWP was likely to prove useful in forecasting in his lifetime, he doubted it would constitute the revolutionary advance that some anticipated at the time. Secondly, he lamented that the scientific problem he had been faced with as a young forecaster – however frustrating – would be rendered less satisfying for the analyst as NWP took much of the interpretative challenge out of the process. Finally, he felt that the advent of electronic computers had come at a time when meteorological theory was just starting to undergo a renaissance and consequently energy was directed away from theoretical work and into NWP. In Sutcliffe’s words:

4 It would be interesting to trace the influence of Sutcliffe’s ideas on activity in New Zealand. On the other side of the Tasman, Bill Gibbs, a post-war Director of the Bureau of Meteorology, singles out Sutcliffe (1947) as the most important paper he encountered in the period immediately after the end of the war (Taba & Gibbs 1988, p. 248). It seems highly likely that Sutcliffe’s work had a similar impact in New Zealand, but to uncover this would require some digging into internal Meteorological Service publications from the period as de Lisle’s (1986) history of the organisation apparently makes no mention of Sutcliffe’s influence.

Sometimes I think the electronic computer came too soon. If we’d followed on from Rossby’s ideas, which came long before computers – the first idea on vorticity fields, and then the idea of the thermal winds that I produced, and similar things – the dynamicists would have altered weather forecasting quite radically, in quite a revolutionary way, without the high speed computer. Because the ideas didn’t need a high speed computer (p. 357).

In the post-war period, Sutcliffe also became heavily involved in international meteorological collaboration, most notably with the World Meteorological Organization and International Association for Meteorology and Atmospheric Physics. He was the recipient of many scientific honours. Perhaps chief among these was his election as a Fellow of the Royal Society in 1957, an achievement which was widely seen as recognition that meteorology had been accepted by the wider scientific community as a real science.

Following his retirement from the Meteorological Office in 1965 he immediately founded the Department of Meteorology at University of Reading. Reading became the first university in Britain to offer an undergraduate course
in meteorology. He retired from academia in 1970, but maintained an involvement in meteorological affairs until his death in 1991.

One of the many interesting features of Martin’s study is that it is not only a scientific biography: it is also a work of science communication. The author brings to bear his considerable experience as an educator in atmospheric science to produce a narrative that communicates the scientific concepts in plain language as he simultaneouslycatalogues the events of Sutcliffe’s life and scientific career. Beginning with explanations of elementary meteorological concepts, Martin builds towards the more advanced dynamical ideas Sutcliffe is best known for, fortifying the reader’s understanding with simple yet illuminating illustrations of the physical processes under discussion. With this approach Martin has broadened the potential appeal of his book beyond the rather narrow confines of the disciplines of atmospheric science and history of science; this book should be accessible to an interested, non-specialist readership. Given Sutcliffe’s long-standing involvement with popular and specialist scientific education, this feature makes Martin’s study an especially fitting tribute to his subject.

Historians of science have in recent years approached scientific biography with a degree of wariness (e.g., Greene 2007; Nye 2006; Porter 2006). Some critics argue that biography as a literary device tends to overstate the role of individual activity in the history of science, in the process washing out the broader cultural, social, and intellectual context within which science necessarily takes place. The author, while not a professional historian, does an able job of situating Sutcliffe’s life within this broader context thereby minimising some of the potential pitfalls of biography as a literary genre. For example, somewhat to my surprise, the book begins with a lengthy account of the labour movement’s struggle for the democratisation of education in the highly class-stratified society of turn-of-the-century Britain. Sutcliffe, being from a working-class family, was a direct beneficiary of this movement.

I have a few minor criticisms of this study. Some of the chapters were excessively long. The chapter on the war years came to 65 pages while the chapter on Sutcliffe’s international activities amounted to a gruelling 78 pages! These each could have been split into two chapters. Furthermore, I felt at times a more judicious selection could have been made of Sutcliffe’s statements in various publications. This was particularly evident in the chapter on Sutcliffe’s international activity in which the author seems to have nearly exhaustively quoted from Sutcliffe’s many contributions to various international symposia, congresses, committee meetings, etc. A smaller sample of quotations representative of Sutcliffe’s opinions and their evolution over time would have made for more fluid reading – these long tracts of commentary are likely to be lost on a non-meteorologist, or even a non-historically-inclined meteorologist. Finally, although I mentioned earlier that this book is a commendable exercise in science communication, in addition to history of science, there are places where this effort falters. Perhaps unsurprisingly, this was most evident in the sections discussing Sutcliffe’s main theoretical contributions. A non-meteorologist would, I think, struggle to follow some of these discussions and likely would just have to take Martin’s word that Sutcliffe’s contributions were uniquely insightful and useful. Martin makes a valiant attempt to explain these concepts and that he at times falls short has less to do with his particular presentation and more to do with the simple fact that science can be rather complicated sometimes.

---

**Martin’s passion for his subject – both the science and the individual scientist he is profiling – leaps off the pages of this book. This biography was undoubtedly a labour of love.**

---

Martin’s passion for his subject – both the science and the individual scientist he is profiling – leaps off the pages of this book. This biography was undoubtedly a labour of love. In the acknowledgments, Martin describes the research process as an “academic exercise fueled by personal interest [that transformed] into a life-changing intellectual and spiritual experience” (p. 372). Though one shouldn’t expect to get through this rather substantial book in a weekend of leisurely reading, it is nevertheless certainly worth the effort to see this fascinating, meticulously crafted story through to the end.
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